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ABSTRACT
Document-level Event Extraction (DEE) aims to extract structured
event information from a document, which is an indispensable
downstream task for many NLP applications. Argument-scatter
and multi-event are its two main challenges. Recent work decom-
poses this challenging DEE task into multiple steps such as entity
recognition, contextual informationmodeling, and event arguments
extraction. Besides, they all extract event arguments in a prede-
fined fixed role order. Though it is effective, its cumbersome steps
and fixed extraction order will bring about the problem of error
propagation. To address this issue, we propose a Multi-round Ex-
traction and Dynamic Role Selection (MREDRS) Framework for
the DEE task. We model the DEE task in an end-to-end manner
to avoid these cumbersome steps. Multi-round extraction can deal
with multi-event problem. In order to avoid the error propagation
problem caused by the fixed role extraction order, we dynamically
select the next role according to the current extraction state. We
conducted experiments on the commonly used DEE dataset and
extensive experimental results demonstrated the effectiveness of
our method.
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1 INTRODUCTION
Event Extraction is an important yet challenging task in informa-
tion extraction (IE) research. As a particular form of information,
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an event is a real-world occurrence that takes place in a specific
location and time that relates to a particular topic [26]. Different
topics mean different types of events. There are various event types
and then different roles for different types of events. So event ex-
traction first detects the event types from the text, and then finds
the entities corresponding to the roles. The ACE conference greatly
facilitates the progress of event extraction at the sentence level
[2, 5, 9, 14, 16, 20, 24]. But these sentence-level event extraction
(SEE) methods are ill-suited in many fields, such as finance, health,
etc. And it cannot handle the problem of arguments scattered in
different sentences. Therefore, DEE has a wide range of application
scenarios and has received more attention recently.

Figure 1: An example of DEE. Some entities are marked in
color.We can see that there aremultiple events in a document
and the argument for each event spans multiple sentences.
EU refers to EquityUnderweight, EO refers to EquityOver-
weight.

In contrast to SEE, DEE (Fig. 1 illustrates an example.) currently
has two serious challenges. The first is that the arguments of the
event will be scattered in different sentences, which requires the
model to have a global understanding of the document; the sec-
ond is that multiple events will appear in a document at the same
time, and there is a dependency among these events. We need to
capture the relationship among these events. Recent works [21, 27]
decompose it into multiple steps. Firstly, they use a transformer
to do a sequence tagging task and get entity, sentence representa-
tion. Secondly, contextual information is incorporated into these
representations to deal with argument-scatter challenge. Thirdly,
the event type is detected. Finally, entity is classified into roles by
a tree-expanding structure to deal with multi-event challenge. The
two challenge is solved to some extent in their methods. However,
as we can see error is propagated in these cumbersome steps, and
the fixed role extraction order is not a good choice. It also poses
problems of error propagation.

To address these problems, we propose the Multi-round Extrac-
tion and Dynamic Role Selection (MREDRS) Framework for the
DEE task. Firstly, we omit these tedious steps and model the DEE
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task in an end-to-end manner. We directly map the text to the role
of event and avoid sequencing tagging task at the same time. To deal
with the multi-event challenge, we model multi-event extraction
as multi-round extraction until there is no event information left.
Secondly, the extraction order of fixed roles is not a good choice.
For example, everyone’s life is a different journey, and it is almost
impossible to replicate it exactly like everyone else’s. So we propose
that the current extraction status determines the next role to be
extracted. Attention mechanism [1] is used to choose the next role
with the highest probability.

Our contributions are summarized as follows:
• Our framework implements one-stop extraction in an end-to-
end manner. We directly map the text to the role of an event,
and the problem of error propagation caused by cumbersome
steps will be avoided.

• Multi-round extraction is used to deal with multi-event prob-
lem. In order to avoid the error propagation problem caused
by the fixed role extraction order, we flexibly select the next
role to be extracted according to the current extraction state.

• We achieve state-of-the-art results on the large-scale and
widely used dataset.

2 RELATEDWORK
There are two main research directions of Event Extraction: schema
induction and specific schema. Schema induction means that re-
searchers use unsupervised method [8, 13] to induce event schema
via very large corpus and extract corresponding events. We think it
will receive more and more attention in the future. Specific schema
event extraction means that we have pre-defined event schema and
we only need to extract corresponding events. Recent works can
be divided into SEE and DEE.

2.1 Sentence-level Event Extraction
Early works [7, 11] use NLP tools to design many fine features
(such as local features and global features) for event extraction.
Since 2015, deep learning methods have been gradually applied. [2]
first proposes to use dynamic multi-pooling CNN to capture lexical-
level and sentence-level features for event extraction in a pipeline
manner. [16, 17] use bidirectional RNN to simultaneously extract
trigger words and arguments of events to avoid the error propaga-
tion problem in the pipeline method. [14] solves the multi-event
problem by introducing syntactic shortcut arcs, then uses GCN
[10] to aggregate the information of surrounding trigger words and
entities, finally extracting trigger words and arguments of multiple
events at the same time. Recent works mostly relied on pretrained
language models. [24] solves the role overlap problem by maintain-
ing two lists of starting and ending positions for each role. Then
using Bert [4] to generate more data to solve the data sparse prob-
lem of the ACE dataset. [15] utilizes a pretrained language model
to generate structured events in a sequence-to-structure manner.
[20] incorporates event schema knowledge into the pre-training
model through contrastive pre-training to help event extraction.

2.2 Document-level Event Extraction
DEE has attracted more attention recently because SEE cannot
handle the problem of argument scattered in different sentences.

MUC-4 [18] proposes template-filling task that aims to extract event
role fillers from the document. Recently, [6, 12, 25] follow this di-
rection to extract event role fillers and public corresponding RAMS
and WIKIEVENTS datasets. But they are all sub-task of DEE and
ignore the challenge of multi-event. [22] proposes a method that
first detect key-event and gets other events from surrounding sen-
tences. [27] released the largest DEE dataset to date and proposes
a tree-expanding method to extract events by modeling the rela-
tion among arguments in the same event type. [21] follows the
tree expanding and further captures the contextual information
and models the relations between events and arguments. [23] first
proposes a parallel prediction paradigm for DEE. They all break
down the DEE task into tedious steps to solve and the role order is
fixed, which will suffer from an error accumulation problem.

3 METHODOLOGY
Before introducing our MREDRS framework (our framework is
shown in Fig. 2) for DEE, we first clarify some important notions.
a) entity mention: a text span within document that refers to an
entity object; b) event role: an event role corresponds to a prede-
fined field of the event; c) event argument: an event argument is
an entity that plays a specific event role; d) event record: an entry
of a specific event type containing arguments for different roles in
the event.

3.1 Encoding
We use transformer encoder [19] to get representation. Given a
document D, we need to get character representation and document
representation. Let 𝐷 = [𝑆1, 𝑆2, ..., 𝑆𝑛] denote N sentence, 𝑆𝑖 =

[𝑐𝑖1, 𝑐
𝑖
2, ..., 𝑐

𝑖
𝑚] denote m character. So, the character representation

is geted by transformer:

[𝑔𝑖1, 𝑔
𝑖
2, ..., 𝑔

𝑖
𝑚] = 𝑇𝑟𝑎𝑛𝑠 𝑓 𝑜𝑟𝑚𝑒𝑟 ( [𝑐𝑖1, 𝑐

𝑖
2, ..., 𝑐

𝑖
𝑚]),

where 𝑐𝑖
𝑗
∈ 𝑅𝑑 Then, we use max-pooling to get sentence represen-

tation 𝑆𝑖 =𝑚𝑎𝑥−𝑝𝑜𝑜𝑙𝑖𝑛𝑔( [𝑔𝑖1, 𝑔
𝑖
2, ..., 𝑔

𝑖
𝑚]). After we get all sentence

representation, we use mean-pooling to get document representa-
tion 𝐷 =𝑚𝑒𝑎𝑛 − 𝑝𝑜𝑜𝑙𝑖𝑛𝑔( [𝑆1, 𝑆2, ..., 𝑆𝑛]), where 𝐷 ∈ 𝑅𝑑 . It will be
used to detect if there are any event information left.

Figure 2: Overview of MREDRS.
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3.2 Multi-round Extraction
We perform multi-round extraction based on the document infor-
mation D.When document information no longer contains event in-
formation, the extraction process ends. When an event is extracted,
the event information E will be used to update event memory M:

𝑀 =𝑚𝑒𝑎𝑛 − 𝑝𝑜𝑜𝑙𝑖𝑛𝑔(𝑀𝑒𝑚𝐸𝑛𝑐 (𝑀, 𝐸)) .
Then we use subtraction manner to remove the event memory
information from document information:

𝐷 =𝑊 (𝐷 −𝑀),
where𝑊 is trainable weights. The new document information is
used to detect is there any event information:

𝑦𝑖 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝑊𝑑𝑖𝐷 +𝑊𝑏𝑖 ),
where 𝑖 denote the 𝑖𝑡ℎ event type,𝑊𝑑 and𝑊𝑏 are trainable weights.
When all predicted event type labels are 0, it means there is no
event information left. Multi-round extraction will be end. Cross
entropy is utilized to compute the event type classification loss:

𝐿𝑒 = −
𝑚∑︁
𝑖=1

𝑛∑︁
𝑗=1

[
𝑦 log𝑦𝑖 𝑗 + (1 − 𝑦) log

(
1 − 𝑦𝑖 𝑗

) ]
,

where𝑚 denote the document has𝑚 events and 𝑛 denote the num-
ber of event type.

3.3 Dynamic Role Selection
Previous works extract event argument in a fixed order of roles. It is
not a good selection. We propose to dynamically select the next role
base on current state (current arguments information). The initial
state is initialized by a random vector. Then, we use document
(𝐷), event type query (𝐸𝑖 ), current state (𝐶) and role queries (𝑅𝑖 )
to do a role selection. Specifically, we use transformer to get more
informative representation. Then attention mechanism is used to
select the next role:

[𝐷, 𝐸𝑖 ,𝐶, 𝑅𝑖 ] = 𝑇𝑟𝑎𝑛𝑠 𝑓 𝑜𝑟𝑚𝑒𝑟 ( [𝐷, 𝐸𝑖 ,𝐶, 𝑅𝑖 ]),

𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑_𝑟𝑜𝑙𝑒 = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐶𝑅𝑖 )),
where 𝑖 means ith event type.

After select the next role, we utilize role query to match cor-
responding character. We add end symbol ([stop]) at the end of
character. The symbol is randomly initialized. Attentionmechanism
is utilized to select the position of event argument:

𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠 = [𝑐11, 𝑐12, ..., 𝑐21, 𝑐22, ..., ..., [𝑠𝑡𝑜𝑝]],
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝐴𝑟𝑔𝑚𝑎𝑥 (𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑅0𝑖 𝑗𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠)),

𝑅1𝑖 𝑗 = 𝑅0𝑖 𝑗 + 𝑐𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛,

where i means ith event type, j means the jth role chosen by our role
selectionmodule.While the selected position is not the end position,
attention mechanism will continue to select the next position. The
current state (𝐶) will be updated by GRU [3] when the argument is
extracted:

𝐶 𝑗 = 𝐺𝑅𝑈 (𝐶 𝑗−1,𝑚𝑒𝑎𝑛 − 𝑝𝑜𝑜𝑙𝑖𝑛𝑔( [𝑐𝑖 𝑗 , ...])) .
The argument extraction loss is denoted as 𝐿𝑎 :

𝐿𝑎 = −
∑︁

𝑦log𝑦𝑖 𝑗 ,

where𝑦𝑖 𝑗 denotes the probability of the character 𝑐𝑖 𝑗 being selected
by the role query. So the training loss is:

L = 𝜆1𝐿𝑒 + 𝜆2𝐿𝑎,

where 𝜆1 and 𝜆2 denote the weight of two task.

4 EXPERIMENTS
4.1 Experiments Settings
Dataset.We evaluate our document-level event extraction frame-
work on the widely used ChFinAnn dataset [27]. The ChFinAnn
dataset consists of Chinese financial documents. It is the largest
document-level event extraction dataset so far which contains
32,040 documents. It focuses on five event types: Equity Freeze
(EF, 8 roles), Equity Repurchase (ER, 6 roles), Equity Underweight
(EU, 6 roles), Equity Overweight (EO, 6 roles) and Equity Pledge (EP,
9 roles). We follow the standard split of the dataset, 25,632 / 3,204
/ 3,204 documents for training/dev/test set. 29% of the documents
in the dataset contain multiple events. the maximum number of
events contained in one document is 34, the average document
contains 1.5 events, so the dataset is very challenging.

Baselines.We select three competitive DEE baselines and their
variants for compare.

• DCFEE [22]: DCFEE has two variants:DCFEE-O andDCFEE-
M, where DCFEE-O only produces one event record from
one key-event sentence, while DCFEE-M tries to get multi-
ple possible argument combinations by the closest relative
distance from the key-event sentence.

• Doc2EDAG [27]: Doc2EDAG first propose tree structure
to extract events by modeling the relationship between ar-
guments in the same events in serial prediction paradigm.
GreedyDec is also a variant of Doc2EDAG which extract
one event greedily.

• GIT [21]: GIT based on Doc2EDAG, they model the relation-
ship between events and further modeling the relationship
between entities and sentences in serial prediction paradigm.

Metrics. We adopt the evaluation metrics standard used in these
baselines for a fair comparison. Specifically, We sort the extraction
result set in descending order by the number of non-empty roles.
Then the most similar groundtruth is selected without replacement
to calculate the micro-averaged event-level Precision (P), Recall (R)
and F1-score (F1).

4.2 Results and Analysis
Overall Performance. The results of the overall performance on the
DEE dataset is illustrated in Table 1. As Table 1 shows, we achieve
the SOTA result because we omit tedious steps and model DEE task
in an end-to-end manner. Multi-round extraction is used to deal
with multi-event extraction and dynamically role selection help us
to avoid error propagation problem.

Single-Event vs Multi-Event. To better demonstrate the effective-
ness of our method, we conduct experiments on two scenarios:
single-event (i.e., documents contain one event) and multi-event
(i.e., documents contain multiple events). Table 2 shows the results
on single-event and multi-event sets for each event type and the
overall F1-score. We can observe that multi-event scenario is ex-
tremely challenging as the extraction performance of all models
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Table 1: Precision, recall on each event type. EF/ER/EU/EO/EP refer to specific event types. Our method get sota result for each
event type.

Models EF ER EU EO EP Overall
P. R. P. R. P. R. P. R. P. R. P. R.

DCFEE-O 62.9 39.6 81.1 78.3 59.8 31.4 48.3 40.1 61.2 60.1 65.7 57.2
DCFEE-M 48.1 37.2 80.8 77.1 48.7 38.6 40.3 45.9 58.7 63.6 63.2 51.9
Greedy-Dec 76.3 45.1 81.5 72.6 66.7 37.1 65.2 38.5 83.2 46.3 74.9 52.5
Doc2EDAG 75.8 64.8 88.7 80.5 78.7 64.2 80.4 67.1 78.9 72.3 78.1 73.5
GIT 78.3 67.2 90.2 82.1 80.4 65.9 82.7 68.9 82.1 73.9 81.3 74.9
MREDRS 79.6 68.5 91.4 74.3 82.6 67.8 84.2 70.0 83.8 75.1 83.5 76.7

Table 2: F1 scores on single-event (S.) and multi-event (M.) sets. Our method get sota result in the two scenarios.

Models EF ER EU EO EP Overall
S. M. S. M. S. M. S. M. S. M. S. M.

DCFEE-O 56.0 46.5 86.7 54.1 48.5 41.2 47.7 45.2 68.4 61.1 61.5 49.6
DCFEE-M 48.4 43.1 83.8 53.4 48.1 39.6 47.1 42.0 67.0 60.6 58.9 47.7
Greedy-Dec 76.8 41.0 83.5 51.1 61.3 34.1 62.7 29.8 77.7 36.3 78.0 36.9
Doc2EDAG 75.0 62.8 89.1 67.6 74.7 58.7 75.4 65.1 82.3 68.9 83.7 67.7
GIT 80.7 65.5 91.7 72.5 78.6 66.1 78.0 69.1 84.4 72.8 86.4 71.7
ours 81.9 70.8 92.0 74.1 79.2 68.6 78.8 69.8 85.6 74.9 87.5 73.6

drops significantly compared with single-events. But our frame-
work still gets the highest result on all event types and improves
the overall micro F1-score from 71.7% to 73.6% in the multi-event
scenario compared to GIT [21]. Because our multi-round extraction
manner better solves multi-event challenge. The dynamic role se-
lection can avoid error propagation problem and help our method
get improve both in single and multi-event scenario.

5 CONCLUSION
In this paper, we focus on the challenging document-level Event
Extraction task. We propose a Multi-round Extraction and Dynamic
Role Selection (MREDRS) Framework for the DEE task. Event is
extracted in an end-to-end manner in our framework. We deal
with the multi-event challenge in a multi-round extraction manner.
In order to avoid the error propagation problem caused by the
fixed role order, we propose to select the next role dynamically.
It depends on the current extraction state. On the commonly and
widely used DEE dataset, we achieve the SOTA result. In future
work, we will apply our model on other datasets to demonstrate
the generalization of the proposed model.
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