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ABSTRACT
Recommender systems play a pivotal role in navigating users through
vast reservoirs of information. However, data sparseness can com-
promise recommendation accuracy, making it challenging to im-
prove recommendation performance. To address this issue, re-
searchers have explored incorporating multiple data types. Yet, this
approach can introduce noise that impairs the recommendations’
accuracy. Therefore, it is crucial to denoise the data to enhance
recommendation quality. This tutorial highlights the importance of
data denoising metrics for improving the accuracy and quality of
recommendations. Four groups of data denoising metrics are intro-
duced: feature, item, pattern, and modality level. For each group,
various denoising methods are presented. The tutorial emphasizes
the significance of selecting the right data denoising methods to
enhance recommendation quality. It provides valuable guidance for
practitioners and researchers implementing reliable data denois-
ing metrics in recommender systems. Finally, the tutorial proposes
open research questions for future studies, making it a valuable
resource for the research community.

CCS CONCEPTS
• Information systems → Recommender systems.

∗The main contact person.
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1 INTRODUCTION
The recommender system aims to provide a limited number of
relevant and high-quality items for users to avoid information
overload. Due to its great effects, now it becomes an indispensable
and ubiquitous system that is widely applied in the domain of e-
platform. In this scenario, recommender systems often suffer poor
performance due to data spareness problems. This is particularly
evident in large e-commerce like Amazon or Alibaba, where user
interactions cover only encompass a small portion of the vast items.
As a result, limited data makes it difficult for recommender to learn
effective representations and in turn leads to a significant drop in
the quality of recommendations.

To alleviate this problem, many early works investigate to fuse
more information to enhance recommendation performance. For
example, multi-behavior modeling[9, 16], feature engineering[10,
28], multi-modal representation[11, 38, 47] and knowledge graph
recommendation[48]. Although effective, we believe that introduc-
ing more information inevitably brings in some noise that misleads
the recommender system, thereby decreasing its performance.

This tutorial aims to address the challenge of data denoising in
recommender systems, with a focus on classifying various types of
noise and exploring corresponding denoising metrics. Specifically,
we will delve into this topic into four groups:

• Feature level: The feature-level deniosing metrics include
make denoising for individual [15, 17, 25, 29, 40, 49] and
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interactive features [3–5, 19, 23, 24, 31, 45] respectively. In-
dividual features refer to characteristics of users and items,
encompassing aspects such as user profiles and item meta-
data. For example, when buying daily necessities such as
chairs and tables, the gender of the user may not be very
important for prediction. The other type of noise is mainly
related to interactive features. For example, middle-aged
male users may have similar preferences, but the combina-
tion of gender and login website may not have too much
significance. One way to solve this problem is through man-
ual feature engineering, which involves manually selecting
effective individual features and feature combinations. How-
ever, this manual approach can often incur significant human
resource expenses. Therefore, how to automatically select
proper features has become a highly concerning issue.

• Item level: From the item-level perspective, noise primar-
ily hides in user interaction [1, 8, 21, 32] and item relevance
[6, 13, 26, 27, 33, 46, 53]. Specifically, noise in user interaction
data is mainly caused by the ambiguity of implicit feedback,
such as when a user clicks an item but doesn’t like it, or
likes it but forgets to click. The goal of denoising from this
level is to identify these noise signals using user information
and filter high-quality user interaction data for recommenda-
tion. On the other hand, item relevance may be inconsistent,
and not all pairs of items in user-item interaction data are
correlated. For example, an Apple earphone has a strong
dependency on iPhone but has a weak correlation with other
brands of phones. Therefore, identifying the significance of
dependencies between items, and filtering out noise from
the item level is the main goal of this topic.

• Pattern level: For the pattern level, noise is regarded as a
set of items, like a mined association rule, or one path ob-
tained from the knowledge graph [7, 12, 14, 34–37, 39, 43,
44, 50, 52, 54]. For example, with a massive amount of user
interactions, we can extract complex patterns based on de-
signed rules. However, not all patterns are trustworthy, so it
is necessary to denoise them and extract high-value patterns
for recommendations. The problem is getting more complex
when fusing knowledge graphs for recommendation, usually,
a set of paths are provided, making it more crucial to identify
relevant patterns. To summarize, denoising from the pattern
level mainly focuses on how to automatically and accurately
find these relevant patterns.

• Modality level: For the modality perspective, the noise can
be mainly divided into two aspects: intra-modal noise [2, 22,
30] and inter-modal noise [18, 20, 41, 42, 51] respectively.
Intra-modal noise refers to the presence of irrelevant ele-
ments within a particular modality. For example, when it
comes to visual information, users only focus on some ele-
ments or areas in the image, while for textual information,
users only focus on some interesting aspects in the item
description or reviews. The goal of intra-modal denoising
is removing irrelevant properties inside the modality to en-
hance the recommendation performance. In contrast, Inter-
modal noise refers to the noise generated in the process of
combining various modal information. For example, when
buying a dress, a woman may pay more attention to the

visual information of the dress style in the images, whereas
when purchasing a skincare product, she may focus more on
the textual information such as product description and re-
views. Therefore, inter-modal denoising aims to select which
modal information is truly helpful. To summarize, How to
identify the intra-modal and inter-modal noise and only fuse
valuable modal information is the main issue at this level.

2 TABLE SHEET
2.1 TITLE
Tutorial: Data Denoising Metrics in Recommender Systems

2.2 LENGTH
The estimated duration of the speech is three hours, and a detailed
schedule of the timing will be described in section 6.

2.3 FORMAT
All presenters will give their reports in person.

2.4 INTENDED AUDIENCE AND
PREREQUISITE KNOWLEDGE

In recent years, denoising metrics for recommender systems have
attracted the attention of researchers in related fields, including
data mining and information retrieval. Therefore, anyone interested
in recommender systems, data mining, and information retrieval
can obtain valuable information from this tutorial.

Audience members are expected to have a basic understanding
of machine learning, deep learning, and recommender systems, as
this will help them better understand the ideas we convey. We also
maintain a list1 of papers to help readers keep up with the latest
work on denoising in recommender systems.

2.5 PRESENTERS
Pengfei Wang(wangpengfei@bupt.edu.cn): Pengfei Wang is an

Associate Professor at the School of Computer Science, Beijing
University of Posts and Telecommunications. His research focuses
on recommender systems, service computing and satellite com-
puting. He has published over 60 research papers in top interna-
tional academic journals and conferences, including more than
20 first-author or corresponding-author papers in top-tier aca-
demic conferences and journals, including SIGIR, WWW, CIKM,
and IJCAI. He has been invited to serve as a reviewer for various
high-profile international academic conferences and journals. He
has contributed as a core leader to the development of RecBole,
a well-known open-source recommendation algorithm library in
the field, which has received over 2700 stars on GitHub. Website:
https://teacher.bupt.edu.cn/wangpengfei/

Chenliang Li(cllee@whu.edu.cn): Chenliang Li is a Professor at
School of Cyber Science and Engineering, Wuhan University. His
research interests include information retrieval, recommender sys-
tems, natural language processing, and social media analysis. He
has published over 90 research papers on leading academic confer-
ences and journals such as SIGIR, ACL, WWW, IJCAI, AAAI, TKDE

1https://github.com/WHUIR/cikm2023_DenoisingRec_tutorial
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and TOIS. He has served as Associate Editor / Editorial Board Mem-
ber for ACM TOIS, ACM TALLIP, IPM and JASIST. His research
won the SIGIR 2016 Best Student Paper Honorable Mention and
TKDE Featured Spotlight Paper. Website: http://lichenliang.net/

Lixin Zou(zoulixin@whu.edu.cn): Lixin Zou is an Associate Pro-
fessor at the School of Cyber Science and Engineering, Wuhan Uni-
versity. Prior to his current position, he served as a Staff Algorithm
Engineer at Baidu Search Science team from Jul. 2020 to Nov. 2022.
He earned the Ph.D. in Computer Science I& Technology from Ts-
inghua University in 2020. He had led a team andwon the runner-up
award in KDD Cup 2019. His research interests include information
retrieval, recommender systems, and reinforcement learning. He
has published over 20 research papers in top-tier academic confer-
ences and journals, including SIGIR, KDD, WWW, NeurIPS, WSDM,
IJCAI, TWeb, and CIKM. Website: https://www.zoulixin.site/.

Kaiyuan Li(tsotfsk@bupt.edu.cn): Kaiyuan Li is a master’s student
at Beijing University of Posts and Telecommunications. His research
interests include recommender systems, reinforcement learning,
and graph machine learning. He has published papers in related
fields, such as SIGIR, WWW, and CIKM. He has also contributed
as a core developer to the development of RecBole, a well-known
open-source recommendation algorithm library in the field, which
has received over 2700 stars on GitHub. He has also been invited by
companies such as Meituan and Alibaba to speak about denoising
in recommender systems.

Zhichao Feng(fengzc@bupt.edu.cn): Zhichao Feng is a master’s
student at Beijing University of Posts and Telecommunications.
His research interest includes recommender systems. He has pub-
lished papers in related fields, such as TOIS and CIKM. He has also
contributed as a core developer to the development of RecBole, a
well-known open-source recommendation algorithm library in the
field, which has received over 2700 stars on GitHub.

3 MOTIVATION AND OBJECTIVES
In recent years, data denoising in recommender systems has re-
ceived considerable attention. To mitigate data sparsity while avoid-
ing noise interference, many attempts have been made in this area
and achieved state-of-the-art performance. Therefore, this tutorial
can help researchers and practitioners in the recommender system
field better understand and recognize this new research area.

Although there has been a lot of work related to data denoising
metrics, these works are often scattered across different sub-fields,
such as feature selection, multi-modal fusion, and pattern mining,
which lack a unified description and classification. This tutorial
takes a global perspective to sort and classify these works, helping
beginners to better understand their intrinsic meaning.

4 RELEVANCE TO THE INFORMATION
RETRIEVAL COMMUNITY

Recommender systems are an essential component of many infor-
mation retrieval systems, and their performance depends heavily
on the quality of the data they receive. However, data collected
from various sources often contain noise, which can negatively
impact the accuracy and effectiveness of recommender systems.
Therefore, developing effective methods to remove noise from data
is critical to improving the performance of recommender systems.

This tutorial aims to provide valuable insights and practical guid-
ance to researchers and practitioners in the information retrieval
community. This tutorial will cover various metrics for data denois-
ing, including four aspects: feature level, item level, pattern level,
and modality level, and will provide examples of their applications
in recommender systems. Researchers in these sub-fields can also
extract valuable information from this tutorial.

5 REFERENCE TO TUTORIALS IN THE SAME
AREA AT CIKM / RELATED CONFERENCES

We have not found any similar tutorial information at relevant
conferences. To the best of our knowledge, this is the first tutorial
that provides a comprehensive summary of data denoising metrics
for recommender systems. However, there may be similar tutorials
on specific techniques, which focus on a specific sub-field but may
not cover the concept of data denoising.

6 DETAILED SCHEDULE OF THE TUTORIAL
This tutorial is organized as follows:

(1) Introduction and Background [20 mins]
(a) Introduction and Background of recommender System:
(b) Data Sparsity Phenomenon
(c) Brief Overview for Current work

(2) Motivations and Challenges of Data Denoising [20 mins]
(a) Motivations
(b) Challenges

(3) Data Denoising Trick [120 mins]
(a) Feature-level denoising: individual feature denoising and

interactive feature denoising
(b) Item-Level denoising: user-item interactions denoising

and item-item dependency denoising
(c) Pattern-Level denoising: statistic rules-based denoising

and expert-guided denoising
(d) Modality-Level denoising: intra-modality denoising and

inter-modality denoising
(4) Conclusion [20 mins]
(a) Summary of the tutorial
(b) Open problem and future works

7 SUPPOTR MATERIALS
We will release the slides for our tutorial, and in addition, we
maintain a list of papers at https://github.com/WHUIR/cikm2023_
DenoisingRec_tutorial to help readers keep up-to-date with the
latest advancements in the field.
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