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Abstract. Judgment prediction is a critical technique in legal field.
Judges usually scan both of the fact descriptions and articles repeat-
edly to select valuables information for a correct match(i.e., determine
the correct articles for a given fact description). Previous works only ana-
lyze semantics to the corresponding articles, while the repeated semantic
interactions between fact descriptions and articles are ignored, thus the
performance may be limited. In this paper, we propose a novel Recur-
rent Attention Network(RAN for short) to address this issue. Specifi-
cally, RAN utilizes a LSTM to obtain both fact description and article
representations, then a recurrent process is designed to model the itera-
tive interactions between fact descriptions and articles to make a correct
match. Experimental results on real-world datasets demonstrate that our
proposed model achieves significant improvements over the state-of-the-
art methods.

1 Introduction

Judgment prediction is a crucial and fundamental task in legal field. Given the
fact, one attempts to automatically determine the correct law articles violated,
which plays an important role in both professional and non-professional fields.
For one hand, it can provide a reference for judges to improve work efficiency,
on the other hand, it can provide legal advice to non-legal people.

Judgment prediction has been studied for decades [9,10,23], which is usually
formalized as a multi-label classification problem. Previous works on this task
usually exploit label correlations to improve the prediction performance. For
example, Classifier Chain converts the multi-label task into a chain to model the
correlation between labels [20]. Other methods such as BP-MLL [25], and kernel
method [6] also model the label correlations, however, these methods can only be
used to obtain low-dimensional relationships, and the high-order relationships
are not taken into account.
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Table 1. An example of the judgment case, including a fact and two articles, where
article 263 is the one that the fact violated.

fact: At 0:00 on October 9, 2011, the defendant Shi Jiliang, after a prior
negotiation, was driven by Wei Mouyi to drive a BYD car and the rest
of the people saw the victim Chen took the money at the teller machine...

articles: Article263: Anyone who robs public or private property in a large
amount or who has been robbed several times shall be sentenced to fixed-
term imprisonment of not more than three years....
Article264: Anyone who robs public or private property by vio-
lence, coercion or other means shall be sentenced to fixed-term impris-
onment of not less than three years and not more than ten years...

Generally, article semantics(i.e, definition of articles) provide informative
properties for judges to make a correct decision. We give an example in Ta-
ble 1. Specifically, given the fact, a natural approach for judges is that they first
browse all articles to select some candidates that are relevant with this fact (e.g,
article 263 and article 264 are selected as both of two articles are relevant with
robbery, similar information is marked in bold). Then a detail analysis of se-
mantics between fact and candidates are applied to choose correct article. This
process repeats several times for judges to make final decision.

Previous works, however, usually ignore label semantics for prediction. In
addition, the repeated iterative information between fact and label semantics
are ignored, thus the perforamnce may be limited.

In this paper, in order to address these issues, we propose a Recurrent At-
tention Network(RAN for short). Specially, the RAN utilizes LSTM and self-
attention to embed both articles and facts into a low embedding space. After
that, a recurrent block is designed to model the repeated interactions between
facts and article semantics for a correct matching. To summarize, we make the
following three main contributions:

– We formalize the judgment prediction task into a matching task to analyze
the semantics matching between law articles and fact.

– We design a novel architecture of recurrent block to model the repeated
semantic interactions between articles and facts.

– We conduct efficient experiments outperforms other baselines.Further analy-
sis demonstrates the effectiveness of our proposed recurrent attention mech-
anism.

The rest of our paper is organized as follows. After a summary of related work
in Section II, we describe the problem formalization of judgment prediction and
our proposed model in section III. We provide experiments and evaluations in
Section IV. Section V concludes this paper and discusses future directions.

2 Related Work

In this section, we briefly review two research areas related to our work: judgment
prediction and attention mechanism.
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2.1 Judgment Classification

Judgment prediction has been studied for a long time. At the early time, the
researchers model legal predictions via statistical analysis [13, 19]. Recent at-
tempts consider this task under text classification framework, the researchers
usually extract efficient features from text and make use of machine learning
methods [1, 9, 11] to learn a judgment prediction model. Inspired by the suc-
cess of neural networks [3,12,17], researchers began to introduce neural network
for modeling this task. Luo et al. proposed an attention-based neural network
method to jointly model the judgment prediction task and the relevant article
extraction task in a unified framework [15]. Hu et al. proposed an attribute-
attentive charge prediction model to infer the articles and charges simultane-
ously [8].

As we can see, all of these works usually learn the mapping from fact to
article, and ignore the semantic information of the article definition. Wang et al.
introduced unified Dynamic Pairwise Attention Model for crime classification
over articles [23]. In their work, a pairwise attention model based on article
defnitions was incorporated into the classifcation model to help alleviate the
label imbalance problem, however, their work ignore the interactive information
between fact and article definition.

In our work, we try to fuse both the repeated interactive information and
the aritcle semantic information into a unified model for judgment prediction.

2.2 Attention Mechanism

Attention mechanism is a technology widely used in neural networks. It is a
method for automatically weighting a given input in order to extract important
information. This mechanism was first used in the field of computer vision [18].
For instance, when we appreciate a painting, we first see the whole painting,
then focus our attention on the part that attracts us and ignore the background
information. The attention mechanism was first introduced into the field of NLP
by machine translation [2], which method uses the attention mechanism between
the source language and the target language to handle translation and alignment
simultaneously. Luong et al. extended the previous work and proposed global and
local attention [16]. Yin et al. performs the attention operation on the feature
map for subsequent operations and achieved good results [24].

Many of the current works are based on a new attention mechanism called
the self-attention mechanism [5,14]. In their works, the self-attention mechanism
independently performed attention calculations on the original input and target
input. Vaswani et al. replaced the RNN with the attention mechanism to build
the entire model framework and proposed a multi-headed attention mechanism
[22]. In their work, advanced results were achieved. Tan et al. proposed a deep
attention neural network to model semantic role labeling with a self-attention
sub-layer [21].

Our model is also related to the attention mechanism, but the main differ-
ence is that we utilize the article definition as external information, and we use
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a recurrent attention block to capture multiple repeated interaction attention
information between fact and article to support the judgment prediction.

3 OUR APPROACH

In this section, we first introduce the problem formalization of judgment predic-
tion. After that, we then describe the proposed RAN model in detail. Finally,
we present the learning and prediction procedure.

3.1 Formalization

We useX={x(1), x(2), ..., x|X|} to denote all the facts, and C={y(1), y(2), ..., y(|C|)}
for the set of all possible articles. |X| and |C| represent the total number of facts
and labels. We use L = {l(1), l(2), . . . , l(|C|)} to represent the label description,
Y (i) is a set of binary variables with |C| elements, the j-th element is 1 or 0
to indicate whether the article is violated. In the following sections, we will use
“label” instead of article for clarity.

Given all the facts X and label set C, our task is to find an optimal Y (i) for
a given fact x(i).

3.2 RAN

In this section, we present our Recurrent Attention Network(RAN) in details.
Figure 1 shows the architecture of our model. Specifically, our model consists
of three layers. Firstly, the encoder layer utilizes LSTM and self-attention to
embed both label definitions and facts into a low-dimensional space. Secondly,
the recurrent layer models the process by which judges repeatedly read the facts
and label descriptions to obtain the repeated mutual information. Finally, the
output layer gives the final prediction result of our model.

Encoder Layer In juridical field, each fact and label is described by a set of
words. We take the one-hot word representation as the input, and we map each
word to a vector in continuous space.

More formally, let x = {w1, w2, w3, . . . , wm} be a fact with m words, l =
{w1, w2, w3, . . . , wn} be a label definition with n words, and wi is the bag-of-
word representation of i-th word. Let VI = {vIt ∈ RDv |t = 1, . . . , N} denote all
the word vectors in a continuous space.

For each fact and label definition, we aggregate the word vectors to form the
fact representation and label representation, a bidirectional LSTM(Bi-LSTM)
is used to compute the hidden states for each word at step t as equation (1):

−→
ht =

−−−−→
LSTM(

−→
h t−1, wt)

←−
ht =

−−−−→
LSTM(

←−
h t−1, wt)

(1)
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Fig. 1. The overall architecture of the proposed Recurrent Attention Model (RAN).

With the Bi-LSTM, we obtain the hidden representation of the i-th word by

concatenating the hidden state of two directions, ht = [
−→
ht ;
←−
ht ], then the fact x

and the label l are mapped into continuous representationsHe = [h1, h2, . . . , hm],
Ha = [h1, h2, . . . , hn], respectively.

As we all known, differnent words have different importance in one sen-
tence. Inspired by the idea of slef-attention [22], we use self-attention to get the
weighted fact and label representations Hes and Has.

Recurrent Layer In the judicial judgment, a judge carefully reads the fact to
obtain the important information, and select relevant articles as candidates, then
a detail analysis of semantics between fact and the candidate articles are applied
to decide final result, this process is often repeated several times to make the final
determination. Different from Cui et al. [4], instead of using a simple interactive
attention between source and target text. We design a recurrent attention block
to model the judge’s repeated reading behavior.

Through encoder layer, we get the word-level representations of fact and
label, Hes and Has respectively. We use aggregation operation to get sentence-
level representations of all labels as follow:

Hm = [c(H(1)
as ), c(H(2)

as ), . . . , c(H(|C|)
as )] (2)

Where c is a aggregation operation, which average the word-level represen-
tations to form the sentence-level representations of each label.

Then, we calculate the matching score matrix M between label representation
and fact’s word-level representations as follows:

M(j, k) = Hm(j) ·Hes(k) (3)

where M ∈ R|C|∗|x|, each value represent interactive value between fact’s
word and each label.
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After getting the matching score matrix M, we apply a column-wise softmax
function to get probability distributions in each column, where each column
represents an independent attention, and we use α(t) represent the label-level
attention of each fact word at each step t, which can be seen as a fact word to
label attention:

α(t) = softmax(M(1, t),M(2, t), . . . ,M(|C|, t))
α = [α(1), α(2), . . . , α(|x|)]

(4)

Then we average all the α(t) to get an averaged label-level attention α
′ ∈

R|C|, where the averaging operation do not break the normalizing condition:

α′ =
1

|x|

|x|∑
i=1

α(t) (5)

In the same way, we can use row-wise softmax to get label to fact word
attention β

′ ∈ R|x|. So far, we have obtained both sides attention α
′

and β
′
.

Our motivation is to simulate the behavior of judges reading article and fact
alternately. We propose a recurrent structure. Intuitively, this operation is con-
tinuously looped to learn the important mutual semantic information. The cal-
culation process is shown as follows:

Hes = Hes +HesW
α′α′

Hm = Hm +HmWβ′β′
(6)

Where Wα′ and Wβ′ is dimension transformation matrix. This process will
be repeated several times as described above, after which we will get Her and
Har, representing Hes and Hm of the last circulation. They contain multi-level
semantic interaction information for fact and label to support correct matching.

Output Layer To integrate the fact and global label information, we use both
fact side and label side feature to predict the final result for a given instance
in the output layer. The probability distribution over all labels is calculated as
follows:

ver = g(Her) =
1

n

n∑
t=1

ver(t)

var = g(Har) =
1

n

n∑
t=1

var(t)

vf = ver ⊕ var

vo = Wovf + bo

Here, g is the operation of average, ver represent the context representation of
fact, var is the averaged representation of all labels, which represent global label
feature.⊕ represent concatenate operation, Wo and bo are learnable parameters.
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3.3 Learning and Prediction

In order to learn parameters of RAN model, we use the stochastic gradient
decent algorithm. We adopt binary cross-entropy loss in the training process as
follows:

l = − 1

n

n∑
i=1

|C|∑
j=1

[G(i)(j)log(σ(v(i)
o (j))) + (1−G(i)(j))log(1− σ(v(i)

o (j)))] (7)

where σ is the sigmoid function σ(x) = 1
1+e−x , G(i)(j) ∈ {1, 0} is a binary

variable representing whether the label y(j) is violated by the instance x(i).
With the learned parameters, for each instance x(i), we can get the proba-

bility distribution of each label. With a threshold t, we can get the label set for
the instance x(i), the calculation process is as follows:

Y (i)(j) =

{
1, if I(σ(v(i)o (j))) > t

0, else

Where I is indication function, Y (i)(j) represent j-th element of Y (i), consider
the label y(j) with output probability higher than t as the related label of x(i).

4 Experiment

In this section, we evaluate our proposed model on three real-world datasets.
We first introduce the datasets, the experimental settings, then we compare our
RAN with the baselines to demonstrate its effectiveness. Finally, we provide the
analysis and discussion of experimental results.

4.1 Dataset

The experiments were evaluated on 3 real-world datasets:

– CJO: This dataset consists of 114576 samples, which dataset was collected
by us from China Judge Online1. We removed the articles that appear less
than 30 times because the data could not be used for training.

– CAIL samll: This dataset is a criminal case dataset for competition released
by the Supreme People’s Court of China 2, and the dataset consists of fact,
as well as the article involved in each instance, the charges of the defendants,
and the term of penalty.

– CAIL2018 This dataset is the first large-scale Chinese legal dataset for
judgment prediction [27]. CAIL2018 is a dataset, which is several times larger
than other datasets in existing works.

The statistics of datasets is shown in Table 2. We split all the datasets into
two non-overlapping parts, the training set and testing set, with a ratio 8:2.

1 https://wenshu.court.gov.cn/
2 http://cail.cipsc.org.cn/
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Table 2. Basic statistics of the three datasets for experiments.

Dataset
number

of samples
relevant
articles

average
fact length

average
article size

CJO 114,576 137 825 1.17
CAIL small 204,231 183 263 1.27
CAIL 2018 1,710,856 183 279 1.04

4.2 Evaluation Metrics

Following the previous work, we use following evaluation metrics to evaluate the
performance of models:

– Jaccard similarity coefficients: The Jaccard similarity coefficients is a
widely used multi-label classification metric, it measures the similarity be-
tween two label sets, and it is defined as the size of the intersection divided
by the size of the union of the label sets.

– Macro-averaging: macro-averaging is also a widely used metric in multi-
label classification, which metric is calculated by counting the total true
positives, false negatives, and false positives of each label, then calculate
precision, recall, f1 for each label, and take their unweighted mean as macro-
precision, macro-recall, macro-F1.

4.3 Baselines

We adopt three types of baselines for comparison, including shollow model,
nerual network based model, and attention based model.

– KNN: KNN [26] is a popular first-order multi-label method. Based on sta-
tistical information derived from the label sets of the neighboring instances
of an unseen instance and use Bayesian inference to select assigned labels.

– BR: A first-order multi-label method [6]. In this model, transforms a multi-
label classification with L labels into L single label classification, each clas-
sifier is a binary classifier by ignoring the correlations between labels, then
unite all results of classifiers.

– CC: Classifier Chains [20] is a novel chaining method that can model label
correlations while maintaining an acceptable computational complexity. this
model train L classifiers with L labels, each next classifier is trained on the
input space and all previous classifiers in the chain.

– CNN: A second-order multi-label method, which uses a convolution network
for input representation [12], then inputted to linear layer followed by a
sigmoid function to output the probabilities over the label space. The multi-
label soft margin loss is optimized.

– BiLSTM: [7] which method is also a second-order method, and is a common
way to model text and can get long-term associations.

– DPAM: DPAM [23] is a neural judgment prediction model by capture cor-
relation between labels using a attention mechanism.
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For all models, we set the maximum sentence length to 500 words. For shallow
model, these model takes bag-of-words TF-IDF features as input, and uses chi-
square to select top 5, 000 features [15]. For other models, we set the evidence
representation and article representation size to 256. The size of the vocabulary
is 10, 000 and out-of-vocabulary(OOV) words are replaced with unk. we use
Adam optimization method to minimize the loss over the training data, we set
the learning rate to be 0.001. Specially, Each LSTM in the Bi-LSTM is of size
128. For the CNN based models, we set the filter widths to (3, 4, 5) with each
filter size to 128 for consistency.

4.4 Comparison against Baselines

We compare our model SAN with the state-of-the-art baseline methods on
judgement classification. The performance results on three datasets are shown
in Table 3, MP, MR, MF and JS represent macro-precision, macro-recall, macro-
F1 and Jaccard similarity coefficients, respectively(the percentage numbers with
omitted). The best performance in each case is underlined.

Table 3. Comparison between our method and all baselines on three datasets.

Dataset metrics
Shallow
Model

Neural
Network

Based Model

Attention
Based Model

Our
Model

KNN BR CC SVM CNN BiLSTM DPAM RSAN

MP 59.49 74.28 72.33 67.68 78.53 78.81 79.39 81.52

CJO
MR 32.14 50.84 53.22 51.37 54.16 54.96 55.60 55.75
MF 38.85 57.41 58.60 55.77 61.40 62.17 62.79 63.34
JS 53.25 79.40 82.02 83.55 80.25 80.40 80.76 80.96

MP 31.75 41.59 42.12 43.07 78.32 79.93 80.35 81.23
CAIL
small

MR 20.11 30.23 32.49 39.66 54.73 57.77 62.03 64.90
MF 22.93 33.57 35.58 40.14 61.35 63.98 67.42 69.49
JS 38.85 59.74 62.59 71.98 74.12 75.09 76.00 77.42

MP 28.88 40.42 38.91 40.82 80.83 82.94 82.78 84.01
CAIL
2018

MR 16.59 26.95 28.86 31.53 56.66 56.08 57.15 57.52
MF 19.68 30.65 31.59 34.01 63.51 63.36 64.44 64.92
JS 70.28 88.34 90.57 90.92 94.61 94.61 94.39 94.68

From the result, we have the following observations:

– It is not surprising that KNN and BR obtain the worst performance in
terms of all evaluation metrics, these two methods covert multi-label to single
label classification, and ignore the label relation.

– CC approach perform better than KNN and BR, which verify that model-
ing the correlation among multiple labels can improve the performance. But
with the error propagation, the improvement is limited.

– The Neural network based models perform significantly better than shallow
models. We take CNN as an example, comparing with the best shallow



10 Yang et al.

model (CC), the improvement on CAIL small dataset over MP, MR, MF, and
JS is around 36.2%, 22.24%, 25.77% and 11.53% respectively. it demonstrates
that the neural network based model can effectively model text semantic
information. This is also corresponding with the previous findings.

– Attention based Model(DPAM) achieve better performance than most text
classification models(excluding RAN), which indicates that the article se-
mantic information are integrated evidence.

– Our RAN obtains the best performance on all the evaluation metrics. Com-
paring with DPAM, RAN achieves significant improvement with the con-
sideration of repeated interaction information between evidence and law
articles. For example, compare with DPAM on CAIL Small, the relative
performance improvement on MP, MR, MF, and JS is around 0.88%, 2.5%,
2.07%, 1.42%, respectively.

The experiments support our hypothesis, it’s important to model the re-
peated mutual semantic information between evidence and article.

4.5 Analysis and Discussion

In this section, we first investigate the impact of the number of recurrent layer,
then we utilize ablation test to explore the effectiveness of different layer.

0 1 2 3 4 5
number of recurrent layer

59
60
61
62
63
64
65
66
67
68

M
F

CJO

0 1 2 3 4 5
number of recurrent layer

64
65
66
67
68
69
70
71
72
73

M
F

CAIL small

0 1 2 3 4 5
number of recurrent layer

60
61
62
63
64
65
66
67
68
69

M
F

CAIL2018

Fig. 2. The performance of different number of recurrent layers on three datasets.

The Impact of Recurrent Layer We perform the performance of our model
on three datasets when the number of recurrent layers n ∈ {1, 2, 3, 4}, and the
results are shown in the figure 2.

From the results, we can get the following observations:(1)As the number of
recurrent layer n increases, the performance increase too. (2)As the number of n
increases, the performance gain between two consecutive trials decreases. (3)It
also indicates that after 3 layers, we have obtained stable information, and if we
continue to increase the number of recurrent layer, there will be less performance
improvement.
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Ablation Test To further illustrate the significance of RAN, we evaluate the
performance under difference scenario. We remove the recurrent layer(R-r for
short), self-attention layer(R-s for short) to experiment separately. Result are
shown in table 4.

Table 4. The ablation experiment on CAIL small.

Dataset method MP MR MF JS

CJO

DPAM 79.39 55.60 62.79 80.76
R-s 80.36 55.02 62.85 80.77
R-r 78.78 54.56 61.97 80.35
RAN 81.52 55.75 63.34 80.96

CAIL small

DPAM 80.35 62.03 67.42 76.00
R-s 80.2 64.94 68.98 76.58
R-r 79.37 62.08 66.75 76.93
RAN 81.23 64.9 69.49 77.42

CAIL2018

DPAM 75.26 58.04 63.33 94.39
R-s 75.3 58.06 63.9 94.64
R-r 74.33 57.54 62.65 94.41
RAN 77.69 58.69 64.88 94.68

We have the following findings:(1) Only the self-attention layer is retained,
and the result is generally worse than DPAM. This is because the label that
is confusing cannot be effectively distinguished due to the lack of associated in-
formation of the label. (2)Only keep the recurrent layer, the result is slightly
better than DPAM, because the recurrent layer can effectively use the interac-
tive attention mechanism. DPAM effectively utilizes the interaction information
between the evidence and the label. (3)By combining the self-attention and re-
current attention mechanisms, RAN uses the important information obtained
by self-attention for recurrent interaction, which enables the model to obtain
more effective information.

This further testifies that the recurrent layer is capable of helping the model
to acquire repeated semantic information for improving judgment prediction. f

5 Conclusion

In this paper, we propose an Recurrent Attention Network that can simulate
the repeated reading behavior of judge, which method can utilize the semantic
mutual information between evidence and article, Extensive experimental re-
sults show that the proposed model outperform the baselines. Further analysis
demonstrates that our model not only obtain label correlation information, but
also capture the multiple informative attention with the recurrent block.

In the future, we will seek to explore the following directions:(1) We will study
how to improve the performance of the judgment prediction if more information
is used as external knowledge. (2) Since judgment prediction has explicit logical
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reasoning properties, we will seek the interpret ability of the model to better
understand what the model does.
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