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Abstract—Fine-grained image classification faces huge chal-
lenges because fine-grained images are similar overall, and the
distinguishable regions are difficult to find. Generally, in this task,
label descriptions contain valuable semantic information that
is accurately compatible with discriminative features of images
(i.e., the description of the “Rusty Black Bird” corresponding
to the morphological characteristics of its image). Bringing
these descriptions into consideration is benefit to discern these
similar images. Previous works, however, usually ignore label
descriptions and just mine informative features from images, thus
the performance may be limited. In this paper, we try to take
both label descriptions and images into consideration, and we
formalize the classification task into a matching task to address
this issue. Specifically, Our model is based on a combination of
Convolutional Neural Networks (CNN) over images and Graph
Convolutional Networks(GCN) over label descriptions. We map
the resulting image representations and text representations
to the same dimension for matching and achieve the purpose
of classification through the matching operation. Experimental
results demonstrate that our approach can achieve the best
performance compared with the state-of-the-art methods on the
datasets of Stanford dogs and CUB-200-2011.

I. INTRODUCTION

Fine-grained image classification aims to recognize sub-

categories under some basic-level categories (e.g., classifying

different bird types [28], dog breeds [17], car models [14],

fiower species [27], etc.). Due to the development of generic

image recognition on large scale datasets [3], models of

fine-grained image classification have made great progress

in recent years. However, the large intra-class variance and

small inter-class variance make this work still faces a big

challenge, as shown in Fig. 1. The fine-grained images are

similar in general and can only be distinguished by local

information (such as claw shape). Most of the fine-grained

image classification methods now consist of the following two

steps:(1) localizing the object or its discriminative parts depend

on the bounding box of manual annotation [12][41][42], or

analyzing convolutional responses from neural networks in

an unsupervised fashion [32][36][4] (2) using Deep CNN to

Fig. 1. Example of large intra-class variance and small interclass variance
from CUB-200-2011 and Stanford Dogs.

extract features from the obtained regions for classification.

However, these methods have the following limitations:

manual annotations are very expensive, and not all of the

extracted discriminative parts are valid for the final clas-

sification. He and Peng [8] proposed a two-stream model

combining vision and language (CVL) for learning latent

semantic representations. They divided the experiment into

two streams: image stream and language stream. The image

stream is used to extract image features for classification.

Language stream refers to a method in which images and

fine-grained visual descriptions can be jointly embedded for
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classification using DS-SJE [31] algorithm.

Label descriptions contain valuable semantic information

that is accurately compatible with discriminative features of

images. It is difficult to find the subtle, distinguishable details

expressed in the image, but these details can be well expressed

by label descriptions. Good label description expressions may

complement image detail information, which have a positive

impact on fine-grained image classification. Recently, a new

research method called graph neural networks [18][6][2] or

graph embeddings which can preserve global structure infor-

mation of a graph in graph embeddings has received extensive

attention. It is used to introduce information representations

of nodes and edges, and may be effective for tasks that

could have rich relationship information between different

entities. Inspired by He [8] and graph neural networks, we

propose a fine-grained image classification model combining

images and image label descriptions. Our model converts

image classification tasks into matching tasks for images and

label descriptions. The matching score is designed to increase

if the image has the same category as label description and

decrease otherwise. Our approach uses the well-acknowledged

VGG-19 model with batch normalization as an image feature

extractor. The label description graph is built using the method

in TextGCN [40], and the features of the label description on

the graph are extracted. Different from He’s [8] dual stream

network, our model is implemented with merely a single

stream and has achieved positive results. Our contributions

can be summarized as follows:

(1) We combine image label information with image in-

formation to learn latent semantic representations which can

induce the image feature extractor to extract distinguishable

features represented in the label description, and convert

the classification problem into a matching problem. Our

model does not need any annotation information or any pre-

processing (e.g., object localization) of the image.

(2) In order to extract the features of the label description

better, we use the graph neural networks which can preserve

the global structure information to get the text features. The

words in the label description which are better (or more

representative) to describe the image can be found through

our model.

(3) We conduct comprehensive experiments on two chal-

lenging datasets (CUB Birds, Stanford Dogs), and the pro-

posed approach outperforms the state-of-the-art approaches on

both datasets.

II. RELATED WORK

A. Fine-grained Image Classification

A variety of methods have been developed for fine-grained

object recognition. Most methods of fine-grained image clas-

sification consist of first finding discriminative parts and then

extracting features by CNN. To focus on the discriminative

regions, some methods depend on the annotation information

of the data [42][23][37][25][41]. Part R-CNN [42] learned

detectors and part models under a geometric prior which

extended R-CNN [5], then predicted a fine-grained category

from a pose-normalized representation. Zhang et al. [41]

proposed a CNN architecture that integrates semantic part

detection and abstraction for fine-grained classification.

To reduce the use of manual annotation information, the

methods of finding object parts using little or no supervision

of parts have been widely proposed. Simon and Rodner [32]

proposed a neural activation constellations part model (NAC)

to localize parts with the constellation model. Tianjun Xiao

et al. [36]aimed to select relevant proposals to the object

and the discriminative parts by two-level attention. Zhang

et al. [44] proposed a model named PDFR, picking deep filter

responses proposes to find distinctive filters and learn part

detectors. Fu et al. [4] recurrently predicted the location of one

attention area and extracted the corresponding features through

a novel recursive attention convolutional neural network(RA-

CNN). Recently, the WS-DAN model [11] introduced the

data augmentation method into the task of fine-grained image

classification which has achieved good results on both the

CUB-200-2011 dataset and the Stanford Dogs dataset.

B. Combination Analysis of Image and Text

A number of approaches have been developed for grounding

text in the visual domain [20][47][19]. Popular approaches

include learning joint image-word embeddings as well as em-

bedding images and sentences into a common space. Hodosh

et al. [10] applied canonical correlation analysis(CCA) to find

embeddings that maximize the correlation between images and

sentences, which is further improved by incorporating deep

neural networks. Karpathy et al. [16] decomposed images and

sentences into fragments and infer their inter-modal alignment

using a ranking objective. In 2017, they [15] further introduced

an alignment model based on a novel combination of Con-

volutional Neural Networks over image regions, bidirectional

Recurrent Neural Networks (RNN) over sentences, and a struc-

tured objective that aligns the two modalities through a multi-

modal embedding. Peng et al. [29] proposed to build multiple

deep networks for cross-media shared representation learning.

It integrated the intra-modal and inter-modal representations

to learn the cross-modal correlation using hierarchical neural

networks. CNN is widely used for image modeling, and

LSTMs [9] and character-based convolutional networks [43]

are widely used for text modeling. In this paper, we apply

the extension of Graph Convolutional Network(GCN) to get

a visual semantic embedding. We build a graph with all the

label descriptions, and perform a convolution operation on the

graph. Each label description node is connected to each word

in the label description, and each word is connected to the

word co-occurring with it. We combine image information and

label descriptions to build a model to improve the accuracy of

fine-grained image classification.

III. APPROACH

In this section, we introduce the model that combines

image features and label descriptions features for fine-grained

image classification. We convert a classification task into a

matching task. Image label description is another expression of
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Fig. 2. Overview of our approach. The inputs are unprocessed images of size 224× 224 and label descriptions for each image category. VGG-19 model is
used to extract image features. The label description is used to build a graph. The ellipse w represents the word node of label description, and the square s
represents the label description node. Each label description node is connected to each word in the label description, and each word is connected to the word
co-occurring with it. Performing the convolution operation on the graph to extract the label description features. Image features and label description features
are matched to get matching scores. The model combines image features and label description features to achieve better classification.

image information, natural language description features can

complement the detailed features of the image. Therefore, we

propose a model that combines image and label description to

classify fine-grained images, which combines the advantages

of image and text, as shown in Fig. 2.

A. Vision Encoder Model

In this paper, we do not need to do any pre-processing

of the image, nor do we need to locate the object in the

image during training and testing, and the object’s location

annotation(e.g. bounding boxes or keypoints) is not available.

We use the Oxford VGGNet-19 [33] pre-trained on ImageNet

without fine-tuning as our image encoder to get image features.

Given an input image I , We extract image features vectors v
using VGGNet19 without fully connected layers, we get the

7×7×512 feature map of the sixteen convolution layer, shown

as:

v = CNNθ(I) (1)

We perform global maximum pooling on the resulting

7×7×512 feature map to get the 1×1×512 feature map, then

the 1×1×512 feature map is compressed into 512 vectors v.

B. Text Encoder Model

To get a better text expression, we introduce the

TextGCN [43] to build a graph with all the label descriptions,

and perform a convolution operation on the graph. Each

document node in the TextGCN [43] is connected to each

word in the document, and each word node is connected to the

word co-occurring with it. Since GCN can preserve the global

structure information of a graph in graph embeddings, it can

be better compared to LSTM [35] [26], TextCNN [43] [22]

and other methods to get the expression of text features.

1) Graph Convolutional Networks(GCN): The GCN [18]

model is a multi layer neural network that operates directly

on a graph and induces embedding vectors of nodes based

on properties of their neighborhoods. The primary thought of

GCN is to realize the convolution operation on the topology

map utilizing the theory of the spectrum. The GCN model

learns node representations based on the node features and

their connections. A multi-layer Graph Convolutional Network

(GCN) with the following layer-wise propagation rule [40]:

H(l+1) = σ(D̃−
1
2 ÃD̃−

1
2H(l)W (l)) (2)

where Ã = A + I indicates adjacency matrix added self-

connection, D̃ii =
∑

j Ãij is a diagonal matrix, H(l) and W (l)

are the node representation matrix and the trainable parameter

matrix for the lth layer, H(0) can be regarded as the original

feature matrix, σ(·) is the activation function.

2) Build Graph Convolutional Networks(GCN): Our task is

to use label descriptions to construct graph representations and

obtain text features through graph convolution. We treat the

documents (label descriptions) and all the words in the label

descriptions as nodes to construct a large heterogeneous text

graph proposed in TextGCN [40]. We construct the edge be-

tween the document node and the word node in the document,

and initialize the edge weight with the term frequency-inverse
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Category Image Label Description

Rusty Black
Bird

They have a pointed bill and a pale yellow eye. They have black plumage with faint green 
and purple gloss; the female is greyer. "Rusty" refers to the brownish winter plumage. They 
resemble the western member of the same genus, the Brewer's blackbird; however, Brewer's 
has a longer bill and the male's head is iridescent green

Purple Finch
Adults have a short forked brown tail and brown wings and are about 15cm in length and 
weigh 34g (1.2oz). Adult males are raspberry red on the head, breast, back and rump; their 
back is streaked. Adult females have light brown upperparts and white underparts with dark 
brown streaks throughout; they have a white line on the face above the eye.

Brown Creeper
Adults are brown on the upper parts with light spotting, resembling a piece of tree bark, with 
white underparts. They have a long thin bill with a slight downward curve and a long stiff 
tail used for support as the bird creeps upwards. The male creeper has a slightly larger bill 
than the female. The  is 11.7–13.5cm (4.6–5.3in) long.

Cape Glossy
Starling

The Cape starling, red-shouldered glossy-starling or Cape glossy he Cape starling has an 
adult length of about 25 cm (10 in) and weight of about 100 grams (3.5oz). The plumage is a 
fairly uniform bright, glossy color. The head is blue with darker ear coverts and the upper 
parts of the body are greenish-blue.

Fig. 3. Sample label description of CUB-200-2011

document frequency (TF-IDF) method:

A(i, j) =

⎧⎪⎪⎨
⎪⎪⎩

PMI(i, j), i, j are words,PMI(i, j) > 0
TF− IDFij , i is document, j is word
1, i = j
0, otherwise

(3)

We construct edges between the word and the word co-

occurring with it and initialize the edge weight with the point-

wise mutual information(PMI):

PMI(i, j) = log(
p(i, j)

p(i)p(j)
) (4)

p(i, j) =
#W (i, j)

#W
(5)

p(i) =
#W (i)

#W
(6)

where #W (i) is the number of sliding windows in label

descriptions that contain word i, #W (i, j) is the number of

sliding windows that contain both word i and j, and #W is the

total number of sliding windows in the label descriptions. After

building the graph, we feed the graph into a simple one layer

GCN according to Eqn. (2) to get a nodesize×512 dimensions

text feature map S = {s1, s2, s3. . . sn, w1, . . . wm} where si
represents document (label description) features, wi represents

word features, n represents the number of label descriptions,

m represents the number of words in all label descriptions and

n +m = nodesize. We use the label description features to

match the image, and use the word features to find the words in

the label description which are better (or more representative)

to describe the image.

C. Final Prediction

We have described the transformations that map every image

and label description into a set of vectors in a common h-

dimensional space. Inspired by Karpathy et al [16], the model

interprets the dot product vTi sj between the ith image and jth

label description as a measure of similarity and use it to define

the score between image vi and label description sj .

Zij = vTi sj (7)

Given images I = {I1, I2, I3, I4. . . In}, label descrip-

tions T = {T1, T2, T3, T4. . . Tn}, n indicates number of

image categories, we can get the image feature vectors

V = {v1, v2, v3, v4. . . vn} and text feature vectors S =
{s1, s2, s3. . . sn, w1, . . . wm}, assuming that i = j denotes

a corresponding image and label description pair, the final

structured loss remains:

L(Θ) =

b∑
i

max(0,max(Zij)−Zii+margin)+α ‖Θ‖22 (8)

where margin is a hyperparameter, in the experiments, we set

margin as 2, and b represents the batch size. The matching

score is designed to increase if the image has same category as

label description. Conversely, the matching score is designed

to be reduced, if the image has a different category than the

label description. This way we can guarantee that the final

positive sample score is higher than the negative sample.
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Category Image The Word of 
Match Score Top 3

Label Description

Olive sided
Flycatcher

tail: 2.8098495, 
flanks: 0.9393288, 
short: 0.20994028 

It is a medium-sized tyrant flycatcher. 
Adults are dark olive on the face, 
upperparts and flanks. They have light 
underparts, a large dark bill and a short
tail. The song is a whistled quick-three 
beers. 

White necked
Raven

nape: 10.256281
purple: 4.109243
neck: 3.6913671

They have a much shorter tail than the 
common raven...Though predominantly 
black, the throat, breast and neck show a 
faint purple gloss. There is a large patch 
of white feathers on the nape of the neck.

Fox Sparrow spot: 5.806372, 
streaked: 5.40088,  
breast: 4.902195

Adults are among the largest sparrows, 
heavily spotted and streaked underneath. 
All feature a messy central breast spot 
though it is less noticeable on the thick 
billed and slate-colored varieties. 

Fig. 4. Shows the matching score between the image and the word of image label description. The higher the score, the more important the word is to the
image, and the red font represents the top 3 words in the matching score. By comparing the label description with the image of the label, it can be found
that the top three words obtained correspond to the key distinguishable areas of the image.

IV. EXPERIMENTS

A. Datasets and Baselines

In this section, we describe our experiments on the Caltech-

UCSD Birds dataset (CUB) and Stanford Dogs dataset which

are widely used to evaluate fine-grained image recognition.

Caltech-UCSD Birds dataset contains 11,788 images of 200

types of birds, 5,994 for training and 5,794 for testing. Every

image has detailed annotations: 15 part locations, 312 binary

attributes, and 1 bounding box. Stanford Dogs dataset contains

20,580 images of 120 types of dogs, 12,000 for training and

8,580 for testing. We expand the CUB-200-2011 dataset and

Stanford Dogs dataset by collecting fine-grained image label

descriptions for every category from Wikipedia, as shown in

Fig. 3. We compare with the following baselines, due to their

state-of-the-art results. All the baselines are listed as follows:

• DeepLAC [23]: deep localization, alignment and

classification proposes to use a pose-aligned part image

for classification.

• Part-RCNN [42]: extends R-CNN [7] based framework

by part annotations.

• PA-CNN [21]: part alignment-based method generates

parts by using co-segmentation and alignment.

• MG-CNN [37]: multiple granularity descriptors learn

multi-region of interests for all the grain levels.

• FCAN [25]: fully convolutional attention network adap-

tively selects multiple task-driven visual attention by

reinforcement learning.

• B-CNN [24]: uses two separate feature extractors to

capture pairwise feature interactions for classification.

• SPDA-CNN [41]: semantic part detection and abstraction

proposes to generate part candidates and extract features

by detection/classification networks.

• Mask-CNN [39]: localizing parts and selecting descrip-

tors by learning masks.

• PN-CNN [1]: pose normalized CNN proposes to com-

pute local features by estimating the object’s pose.

• TLAN [36]: two-level attention network proposes

domain-nets on both objects and parts to classification.

• DVAN [45]: diverse attention network attends object

from coarse to fine by multiple region proposals.

• NAC [32]: neural activation constellations find parts by

computing neural activation patterns.

• PDFR [44]: picking deep filter responses proposes to

find distinctive filters and learn part detectors.

• RA-CNN [4]: recursively learns discriminative region

attention and region-based feature representation at mul-

tiple scales in a mutually reinforced way.

• CVL [8]: two-stream model combining vision and

language for learning latent semantic representations.

• RAN [38]: a convolutional neural network using attention

mechanism which can incorporate with state-of-art feed

forward network architecture in an end-to-end training

fashion.

• MAMC [34]: applies the multi-attention multi-class con-

straint in a metric learning framework, a novel attention-

based convolutional neural network which regulates mul-

1061

Authorized licensed use limited to: BEIJING UNIVERSITY OF POST AND TELECOM. Downloaded on March 03,2024 at 03:41:42 UTC from IEEE Xplore.  Restrictions apply. 



tiple object parts among different input images.

• WS-DAN [11]: proposes weakly supervised data

augmentation network to explore the potential of data

augmentation to improve the performance of fine-grained

image classification.

TABLE I
COMPARISON WITH STATE-OF-THE-ART METHODS ON

CUB-200-2011 TESTING DATASET

Methods Train Anno. Accuracy
DeepLAC [23] � 80.3

Part-RCNN [42] � 81.6
PA-CNN [21] � 82.8
MG-CNN [37] � 83.0

FCAN [25] � 84.3
B-CNN [24] � 85.1

SPDA-CNN [41] � 85.1
PN-CNN [1] � 85.4

Mask-CNN [39] � 85.4
VGG-19 [33] × 77.8
TLAN [36] × 77.9
NAC [32] × 81.0

MG-CNN [37] × 81.7
FCAN [25] × 82.0

B-CNN(250k-dims) [24] × 84.1
PDFR [44] × 84.5

RA-CNN [4] × 81.0
CVL [8] × 85.5

MACNN [46] × 86.5
WS-DAN [11] × 89.4

ours × 90.2

TABLE II
COMPARISON WITH STATE-OF-THE-ART METHODS ON STANFORD

DOGS TESTING DATASET

Methods Train Anno. Accuracy
PDFR [44] × 72.0

VGG-19 [33] × 76.7
ResNet-50 [7] × 81.1

DVAN [45] × 81.5
RAN [38] × 83.1

FCAN [25] × 84.2
ResNet-101 [7] × 84.9

MAMC [34] × 85.2
RA-CNN [4] × 87.3

WS-DAN [11] × 92.2
ours × 92.3

TABLE III
THE EFFECT OF IMAGE SIZE ON CLASSIFICATION ACCURACY ON

CUB-200-2011 DATASET

Image Size Accuracy
224×224 90.2
448×448 93.2

B. Implement Details

In our experiments, we apply the widely used VGG-19

model with batch normalization [13] pre-trained on ImageNet

as the vision encoder as the same settings with baselines for

image encoder, and the model can be replaced with any CNN

model. We empirically set margin as 2 in Eqn. (8). We train

the models using Stochastic Gradient Descent (SGD) with

the momentum of 0.9, epoch number of 70, weight decay of

0.000005, and a mini-batch size of 16. The initial learning

rate is set to 0.0008. For text encoder, we train the Text GCN

model using Adaptive Moment Estimation (Adma) with the

learning rate is 0.0008, the dropout rate is 0.5, L2 loss is 0.

and we use 300 dimensional GloVe [30] word embeddings.

The code will be released in the near feature.

C. Comparison with Stage-of-the-Art Methods

Table I compares our main result with prior work on CUB-

200-2011 dataset. Without using the annotation information

of image, the accuracy of our model is 12.4% higher than

the baseline VGG-19 [33]. The latest model WS-DAN [11]

in 2019 has achieved an excellent accuracy of 89.4% on the

CUB-200-2011 dataset, but our model is superior to it, and the

accuracy of our model is 0.8% higher than WS-DAN. Com-

pared to CVL [8] that also incorporates textual information, the

accuracy of our model is 90.2%, 4.7% higher than that of its

dual stream model (image stream and text stream). Similarly,

our model is more outstanding than some models that use

annotation information. Our model is 4.6% more accurate than

Mask-CNN [39] using annotation information. We experiment

on different sizes of input images, as shown in Table III,

increase the size of the input image, the classification accuracy

will be improved.

Table II shows the comparison of results and baselines

on Stanford Dogs dataset. On Stanford Dogs dataset, our

model can still achieve good results. Compared with the WS-

DAN [11] model, our model accuracy has increased by 0.1%.

Compared with the basic model VGG-19 [33], the accuracy

of our model has increased by 15.6%. These results and

comparisons show that our model is effective.

We match the image feature with the word features to get

which words in the label description are more important to

the image. The higher the match score, the more important

the word is. We list the words of processed label descriptions

(removing stop words, removing unrelated symbols, etc.) and

image matching scores, as shown in Fig. 4. The red fonts are

the top 3 words in the ranking, indicating that these words are

positive for fine-grained image classification. By comparing

the image and label description of the same label, it can be

found that the top three words obtained correspond to the

key distinguishable areas of the image. For example, for the

“White necked Raven” bird, we get the words “neck”, “purple”

and “nape”, which is corresponding to the key parts or features

of the image. The picture shows that the neck is covered by a

white area and the breast appears a faint purple gloss, which

is its key distinguishable part. This shows that we can indeed

find the key parts or properties in the image by matching the

features of the words in the label description with the image

features. The label description feature contains the features

of all the words in the label description which can induce

the image feature extractor to extract distinguishable features

represented in the label description.

Our model introduces more information (label description

information), and this information is well expressed by GCN.
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There is a relationship between text information and image

information. We extract key features from the matching oper-

ation. This is the reason for our model to achieve good results.

V. CONCLUSION

In this paper, we present a method for fine-grained image

classification combining image and label information. This

model does not require any annotation information and can

achieve better classification accuracy. We use the VGG-19

model pre-trained on ImageNet without fully connected layer

as the feature extractor for the image to obtain image features.

We build a graph with all the label descriptions, and then

perform a convolution operation on this graph to get the

text feature vector. We convert the classification problem into

a matching problem and increase the matching scores of

image features and label description features under the same

label, and decrease them under different ones to match and

thus classify the images. The performance of our model on

the CUB-200-2011 dataset and the Stanford Dog dataset is

superior to the current state-of-the-art method, confirming the

validity of the model.
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