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ABSTRACT
The query-based recommendation now is becoming a basic research
topic in the e-commerce scenario. Generally, given a query that a
user typed, it aims to provide a set of items that the user may be
interested in. In this task, the customer intention (i.e., browsing
or purchase) is an important factor to configure the correspond-
ing recommendation strategy for better shopping experiences (i.e,
providing diverse items when the user prefers to browse or rec-
ommending specific items when detecting the user is willing to
purchase). Though necessary, this is usually overlooked in previous
works. In addition, the diversity and evolution of user interests also
bring challenges to inferring user intentions correctly.

In this paper, we propose a predecessor task to infer two im-
portant customer intentions, which are purchasing and browsing
respectively, and we introduce a novel Psychological Intention
PredictionModel (PIPM for short) to address this issue. Inspired
by cognitive psychology, we first devise a multi-interest extraction
module to adaptively extract interests from the user-item interac-
tion sequence. After this, we design an interest evolution layer to
model the evolution of the mined multiple interests. Finally, we
aggregate all evolved multiple interests to infer users’ intentions
in his/her next visit. Extensive experiments are conducted on a
large-scale Taobao industrial dataset. The results demonstrate that
PIPM gains a significant improvement on AUC and GAUC than
state-of-the-art baselines. Notably, PIPM has been deployed on the
Taobao e-commerce platform and obtained over 10% improvement
on PCTR.
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1 INTRODUCTION
The query-based recommendation now is becoming a crucial and
fundamental service in e-commerce platforms. Different from tradi-
tional item recommendations, it aims to infer a shopping list that a
user may be interested by considering both the query the user typed
and the items he/she has interacted. In this specific scenario, infer-
ring the customer intention (i.e., browsing or purchase) is crucial for
configuring the corresponding recommendation strategy for better
shopping experiences (i.e, providing diverse items when the user
prefers to browse, or recommending specific items when detecting
the user is willing to purchase) [8]. Considering its effectiveness, it
is necessary to infer user intentions and further utilize these inten-
tions to guide the following downstream recommendation task for
better performance.

Though ideal, it is non-trivial to perform customer intention
inference due to the following two aspects: 1) The diversity of
user interests: users’ interests are random and diverse, making it
difficult to infer user willingness in the next visit. As Fig. 1 shows,
the user will interact with different types of items in a short period,
which revealed his/her several interests in T-shirts, sleepwear, and
dresses. Though the platform can also utilize categories to repre-
sent users’ interests, the rough management strategy does not fit
users’ complex personalized cognitive classification criteria (i.e.,
both the sleep dress and dress belong to the skirt category, but their
applications and requirements behind them are different). 2) The
evolving of user interests: User interests are evolving during the
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Figure 1: A motivating example to illustrate the diversity
and evolution of multiple interests during the user-item in-
teraction process.

process of user-item interaction. To explain this, let’s review Fig. 1
again. We see that the user clicked on the first T-shirt and then
added the second T-shirt to the cart. Intuitively, after this process,
the user’s interest to buy a T-shirt was constantly increased so that
the user bought a T-shirt after some time. However, after this, the
user’s need for T-shirts is satisfied, resulting in a sharp decline in
his/her T-shirts interest.

Following this line, many efforts are also devoted to modeling
users’ multiple interests for better recommendation [3, 14]. How-
ever, seldom of them have considered the impact of interests’ evo-
lution on users’ next choices. In addition, user intentions are also
ignored, resulting in a restriction on the model’s performance. How
to model the evolution of multiple interests to infer user inten-
tions to guide the following downstream recommendation task, is
becoming an interesting and challenging task.

Recently, the cognitive psychology is attractingmany concerns [2,
5], with many psychology models are designed and applied. Among
these models, the perceptual model [5] is a widely used one. Based
on the participation of stored knowledge experience, the percep-
tual generation model can transform original stimulating factors
into higher-level cognitive information according to a bottom-up
and up-bottom strategy. It exactly sheds light on the challenged
mentioned above, bringing the dawn of modelling the evolution of
multiple interests for better intention inference.

In light of the challenges mentioned above, in this paper, we pro-
pose an end-to-end Psychological Intention Prediction Model (PIPM
for short) to automatically model the evolution process of multi-
ple interests for intention inference. The proposed PIPM mainly
consists of a multi-interest extraction module (MECM) and a multi-
interest evolution module (MEVM). Specifically, inspired by cog-
nitive psychology, we first devise the MECM to adaptively extract
multiple cognitive interests from his/her interaction sequence, hop-
ing to model the process of human gradually building cognitive
classification criteria during consumption as much as possible. With
the mined multiple interests, we further split the whole interac-
tion sequence into multiple disjoint sub-sequences just as the three
interests mentioned in Fig. 1. For each chain, we conduct inter-
est evolution based on its constituent items through the designed
MEVM, which has ability to enhance the influence of users’ differ-
ent behaviors during interest evolution by a novel interest evolution
layer (IEL). Ultimately, we aggregate useful information mostly rel-
evant with the current query from the evolved multiple interests

for prediction. Furthermore, a relatively simple auxiliary task is
proposed to enhance the generalization and accuracy of the model
and is optimized jointly in an annealing-based way to obtain a
balance between the two tasks.

To summary, the contributions of this paper are summarized as
follows:

• We formulate a predecessor task before query-based rec-
ommendation to infer customer intention (i.e., browsing or
purchase) for providing more flexible downstream recom-
mendation strategies.

• Inspired by cognitive psychology, we design a novel multi-
interest extraction model to adaptively extract multiple in-
terests from history, hoping to eliminate the gap between
users’ real cognitive interests and the mined.

• For simulating the process of browsing and comparing re-
lated item in a real shopping scenario, we devise a novel
interest evolution layer (IEL) to enhance the influence of
users’ different behaviors (i.e., 𝑎𝑑𝑑_𝑡𝑜_𝑐𝑎𝑟𝑡 ) on interest evo-
lution.

• Extensive offline experiments on the large-scale Taobao in-
dustrial dataset show that our PIPM outperforms state-of-
the-art baselines in terms of key metrics AUC and GAUC.
We also conduct online experiments on Taobao e-commerce
platform and obtained over 10% improvement on PCTR.

2 RELATEDWORK
In this section, we provide a brief overview of the related work from
two perspectives, including user interest modeling and sequential
modeling respectively.

2.1 User Interest Modeling
Collaborative filtering methods [1, 15, 19] model user preferences
by finding similar users and items for recommendation, which have
been proven successful in real-world. Matrix factorization [11, 22]
methods map both users and items to a joint latent factor space to
measure the user’s preference for the item. DeepFM [7] combines
low-order and high-order feature interactions to improve the power
of representation. For further modeling user interests, DIN [31]
uses the attention mechanism to activate related user behaviors,
and DIEN [30] further models the evolution of relative interest by
introducing attentional update into GRU.

However, these methods utilize a fixed-length vector to represent
the user’s multiple interests, limiting the model’s performance due
to the diversity and randomness of users’ behaviors. Taking it into
consideration, researchers recently focused on multi-interest mod-
eling methods. MIND [14] clusters past behaviors based on the cap-
sule routing mechanism to extract multiple interests. ComiRec [3]
proposes a self-attention based extraction method to implement
interest extraction. KA-MemNN [33] evaluates users’ interest ten-
dencies through category addressing with the representation of
each category generated by an attention network according to re-
lated items and the target user, which needs to explicitly group
items in the history sequence by category. HLN [6] proposes a
hierarchical leaping network to capture the users’ multiple pref-
erences iteratively. SINE [23] proposes a sparse-interest module
to explicitly model multiple interests for prediction by designing
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a large concept pool. As far as we know, most of those existing
multi-interest methods ignore the evolution of interests.

2.2 Sequential Modeling
Sequential modeling is a crucial problem in the e-commerce sce-
nario owing to its ability to capture the sequential patterns and
model users’ dynamic interests based on users’ historical logs.
FPMC [18] designed a personalized Markov chain to provide rec-
ommendations. HRM [25] extends the FPMC model and models
complex interactions between users and items by a two-layer struc-
ture. Although effective, these MC-based methods only analyze the
impacts of single-step sequential behaviors.

With the prosperity of deep models, for further modeling multi-
step sequential behaviors, RNN-based [9, 12, 13, 28] methods are
introduced to capture users’ interests and sequential features, which
assign the same weight to each item in a historical sequence. In
order to model user preference more accurately, attention-based
methods [16, 21, 24, 26, 27, 30, 31] are introduced to allow a model
to focus on the more informative parts of the target with different
weights. SASRec [10] introduced a novel self-attention-based se-
quential approach tomodel the entire user sequence. BERT4Rec [20]
used a bidirectional self-attention network to model user sequen-
tial behaviors. Recently, there are also some pre-training meth-
ods [17, 32] to derive the intrinsic data correlations.

3 PRELIMINARY

Notations.Without losing generality, we letU = {𝑢1, 𝑢2, · · · , 𝑢 |U | }
denote all users, I = {𝑖1, 𝑖2, · · · , 𝑖 | I | } denote all items and Q =

{𝑞1, 𝑞2, · · · , 𝑞 | Q | } denote all searched queries, where |U|, |I | and
|Q| represent the total number of unique users, items and queries
respectively. For each user 𝑢 ∈ U, we use S𝑢 = {𝑖𝑢1 , 𝑖

𝑢
2 , · · · , 𝑖

𝑢
|S | } to

represent the interaction sequence of items ordered by time, where
𝑖𝑢
𝑗
∈ I represents the item that 𝑢 has interacted with at 𝑗-𝑡ℎ time

step and |S| denotes the length of the sequence. Corresponding
to the historical item sequence, A𝑢 = {𝑎𝑢1 , 𝑎

𝑢
2 , · · · , 𝑎

𝑢
|S | } denotes a

sequence of interaction behaviors, where 𝑎 𝑗 ∈ {𝑎1, 𝑎2, 𝑎3, 𝑎4} rep-
resents the behavior 𝑢 interacted on the 𝑗-𝑡ℎ item with 𝑎1 meaning
𝑐𝑙𝑖𝑐𝑘 , 𝑎2 meaning 𝑝𝑎𝑦, 𝑎3 meaning 𝑎𝑑𝑑_𝑡𝑜_𝑐𝑎𝑟𝑡 and 𝑎4 meaning
𝑎𝑑𝑑_𝑡𝑜_𝑐𝑜𝑙𝑙𝑒𝑐𝑡 . In addition, we utilize 𝑞 to represent the current
query that 𝑢 typed.

Task Definition. Based on this notation, our task of customer in-
tention inference aims to infer whether the user𝑢 wants to purchase
or browse under the current query 𝑞:

𝐹 (𝑢, 𝑞,S𝑢 ,A𝑢 ) → 𝑦 (1)

where 𝑦 denotes the purchase probability in the next visit.

Perceptual Model.We first briefly introduce a perceptual model in
cognitive psychology, and the framework of the perceptual model
is shown in Fig. 2.

In cognitive psychology, perception [5] is to organize sensory
information into meaningful objects, that is, to understand the
meaning of current stimuli with the participation of stored knowl-
edge experience. Taking vision as an example, the information from

Figure 2: The perceptual model in cognitive psychology,
which divides the formation process of perception into
bottom-up processing, up-bottom processing and their inter-
action.

the sense organs provides us with individual attributes such as cer-
tain colors, boundaries, line segments, and so on. After processing
by the mind, we recognize that "this is an apple" and "that is a bag".
That is to say, sensation is the primary stage of perceptual cognition,
and various sensations are the representations of nerve impulses
generated by stimulation acting on the perceiver; perceptual cogni-
tion is higher than sensation, although it is based on sensation, it
is not limited by realistic stimulation. And it also involves a variety
of psychological components such as memory and thinking.

Therefore, cognitive psychology divides the formation process
of perception into bottom-up processing, up-bottom processing and
their interaction. which can be simplified as follows: (1) Without
the participation of advanced cognitive processes such as com-
plex thinking and reasoning, the perceiver first combines the small
sensory information sensed by the sensory organs from the en-
vironment to form primary perception. This process is called for
bottom-up processing o = 𝑓𝑏-𝑢 (𝑠), where the stimulation 𝑠 is from
the environment. (2) Influenced by experiential knowledge, ex-
pectations and motivation, the perceiver carries out information
selection, integration, and construction of high-level perceptual rep-
resentations based on primary perception. This process is known
as up-bottom processing v = 𝑓𝑢-𝑏 (P, o), where P represents the
existing experience knowledge. And it is consistent with the theory
of constructive perception. (3) Furthermore, constructivism holds
that knowledge is dynamic, that is, the perceiver constantly revises
and improves the existing knowledge through the interaction with
the experience world P𝑡 = 𝑓𝑔 (P𝑡−1, v, 𝑠). (4) Ultimately, different
perceptual outcomes will affect the perceiver’s subsequent behavior,
thereby affecting the environment.

4 OUR APPROACH
In this section, we first introduce the problem formulation of the
predecessor task and then describe the proposed PIPM model in de-
tail. For simplicity, we drop subscript 𝑢 in the notations for concise
presentation.

In order to enhance the representation of each item, we introduce
a lot of additional feature information. For item, we utilize item
title, item price, item category, item brand, item transaction amount,
item ctr, item pv (page view) and so on; for query, we utilize query
title, query category, query transaction amount, query uv (unique
visitor), query pv (page view) and so on.. And following [4, 8], we
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Figure 3: The network structure of the proposed PIPM, which is composed of a Multi-interest Extraction Module (MECM)
that aims to adaptively extract K cognitive interests [v1, . . . , v𝑘 ] from user-item interaction history, a Multi-interest Evolution
Module (MEVM) devised for interest evolution. Finally, we aggregate all evolved multiple interests z𝑖∈{1,· · · ,𝑘 } by a simple
attention-based aggregation network for customer intention inference.

utilize similar methods that the term embedding mechanism and
discretization method to process these features, and then the final
item representation e𝑗 is derived by concatenating the representa-
tion of all these features related to the item 𝑖 𝑗 . Similar to item, we
can obtain the enhanced representation of the current query that
the user typed, denoted as q.

4.1 Multi-interest Extraction Module (MECM)
Since the diversity and complexity of user interests, we use the per-
ceptual model in cognitive psychology to frame the multi-interest
extraction process, hoping to model the impact of human’s com-
plex cognitive classification criteria formed in consumption. In the
perceptual model, on the basis of not involving any advanced think-
ing, raw environmental stimulus sensed by the sensory organs is
firstly combined by the perceiver to primary perception through
bottom-up processing. Similarly, we design an attention-based mod-
ule named bottom-up as a primary feature extractor to extract 𝑘
primary interests O = [o1, o2, · · · , o𝑘 ] from user history.

Bottom-Up Module. Taking the historical item representation
sequence S = {e1, · · · , e |S | } as an environmental stimulus, we
firstly calculate the relevance between each item e𝑖 ∈ S and the
𝑗-𝑡ℎ primary interest as follows:

𝛽𝑖, 𝑗 =
𝑒𝑥𝑝 (𝑀𝐿𝑃 ( [e𝑖 , ®0]) ·w1, 𝑗⊤)∑

e𝑖 ∈S 𝑒𝑥𝑝 (𝑀𝐿𝑃 ( [e𝑖 , ®0]) ·w1, 𝑗⊤)
(2)

wherew1, 𝑗 is the learnable feature extractor embedding for the 𝑗-𝑡ℎ
primary interest. ®0 is a zero-vector and it will be replaced in our
proposed auxiliary task, which is described in detail in Session 4.3.
According to such a design, we can derive each primary interest

o𝑗 ∈ O by weighted clustering of the interacted items, which can
be seen as a combination of sensory information sensed:

o𝑗 =
∑︁
e𝑖 ∈S

𝛽𝑖, 𝑗 · e𝑖 (3)

After that, influenced by experiential knowledge and expectation,
the perceiver carries out information selection, integration, and
construction of high-level perceptual information on the basis of
primary perception through up-bottom processing. Similarly, we
design an up-bottom module to imitate the advanced cognitive
processes. Specifically, we construct a virtual cognition pool P =

[p1, p2, . . . , p |𝑃 | ] to represent individual prior knowledge.

Up-Bottom Module. Given the individual prior knowledge P and
the clustered primary interests O, we formulate the cognitive inter-
ests V = [v1, v2, . . . , v𝑘 ] as follows:

𝛾𝑖, 𝑗 =
𝑒𝑥𝑝 (𝜎 (o𝑖 ·w2, 𝑗⊤))∑ |𝑃 |
𝑗=1 𝑒𝑥𝑝 (𝜎 (o𝑖 ·w2, 𝑗⊤))

v𝑖 =
|𝑃 |∑︁
𝑗=1

𝛾𝑖, 𝑗 · p𝑗

(4)

where 𝜎 is the tanh activation function to perform nonlinear trans-
fer, 𝛾𝑖, 𝑗 represents the relevance between the primary interest o𝑖
and the 𝑗-𝑡ℎ virtual cognition p𝑗 , w2, 𝑗 is the learnable embedding.
Notably, both 𝑘 and |𝑃 | are hyper-parameters.

Then, in the third stage of the perceptual model, the perceiver
constantly revises and improves the existing knowledge through
interacting with the experience world. Therefore, In order to better
learn the virtual cognition pool, an update module is designed to
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Figure 4: A novel Interest Evolution Layer (IEL), which can
model the impact of users’ different behaviors during the
interest evolution process.

imitate the process of humans continuously revising their prior
knowledge from practice.

Update Module. Generally, people always get revelation from
the interaction results of current cognition and the real world
to update their knowledge. To simply formalize this process, we
first split the raw historical item sequence S into different interest
chains {C1, C2, · · · , C𝑘 } according to the multiple cognitive inter-
ests mined, aiming to represent the user’s interaction result with the
environment under the current cognition. For each interest chain
C𝑗 = [𝑐 𝑗,1, 𝑐 𝑗,2, · · · , 𝑐 𝑗, |S | ], the calculation process is as follows:

𝑠 (e𝑖 , v𝑗 ) =
𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(e𝑖 ) · 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(v𝑗 )√

𝑑

𝑐 𝑗,𝑖 =
𝑒𝑥𝑝 (𝑠 (e𝑖 , v𝑗 )/𝜏0)∑𝑘
𝑗=1 𝑒𝑥𝑝 (𝑠 (e𝑖 , v𝑗 )/𝜏0)

(5)

where 𝑠 (e𝑖 , v𝑗 ) measures the similarity between the 𝑖-𝑡ℎ item
and the 𝑗-𝑡ℎ cognitive interest. Notably, 𝜏0 > 0 is a temperature
parameter to tune, and we simulate the hard-coding by setting
𝜏0 → 0 because the hard-coding allows only the itemsmost relevant
to the cognitive interest v𝑗 retained. According to such a design,
our model can focus on the valuable item information related with
p𝑙 to update p𝑙 in the following updating.

After obtained 𝑘 different interest chains {C1, · · · , C𝑘 }, we up-
date the virtual cognition pool as:

p̃𝑙 =
𝑘∑︁
𝑗=1

𝛾 𝑗,𝑙 (
∑︁
e𝑖 ∈S

𝑐 𝑗,𝑖 · e𝑖 )

p𝑙 = 𝜃𝑙 ∗ p𝑙 + (1 − 𝜃𝑙 ) · p̃𝑙

(6)

where p̃𝑙 is the valuable information learned from the history S
concerning the virtual cognition p𝑙 , and 𝜃𝑙 = 𝑀𝐿𝑃 (p̃𝑙 , p𝑙 ) is a gate
to control the update of p𝑙 with the sigmoid activation.

4.2 Multi-interest Evolution Module (MEVM)
Up to now, we have mined multiple interests people perceive and
their corresponding interest chains by imitating the perceptual
model in cognitive psychology. However, since users’ interests are
evolving, it is necessary to model the transformation of interest
over time and behaviors just as Fig. 1. Therefore, we design a Multi-
interest Evolution Module (MEVM) to model the evolution of each
cognitive interest via a novel Interest Evolution Layer (IEL), aiming
to imitate people’s process of browsing and comparing related items
to obtain the final evolved interests Z = [z1, z2, · · · , z𝑘 ]. The IEL is
described in Fig. 4 in detail.

For the interest chain C𝑗 , we set the initial interest as z𝑗,0 =

𝑀𝐿𝑃𝑢 (u), the candidate interest state z̃𝑗,𝑡+1 in preparation for the
subsequent state updating is calculated firstly by taking the last
state z𝑗,𝑡 , the current item e𝑡+1 and the corresponding behavior
a𝑡+1 ∈ A:

g𝑡, 𝑗 = 𝜎𝑔 (𝑀𝐿𝑃𝑔 ( [z𝑗,𝑡 , a𝑡+1, e𝑡+1]))
f𝑡, 𝑗 = 𝜎𝑓 (𝑀𝐿𝑃𝑓 ( [z𝑗,𝑡 , a𝑡+1, e𝑡+1]))
r𝑡, 𝑗 = 𝜎𝑟 (𝑀𝐿𝑃𝑟 ( [z𝑗,𝑡 , a𝑡+1, e𝑡+1]))
z̃𝑗,𝑡+1 = g𝑡, 𝑗 · z𝑗,𝑡 + f𝑡, 𝑗 · r𝑡, 𝑗

(7)

where g𝑡, 𝑗 ,f𝑡, 𝑗 and r𝑡, 𝑗 are the vectors of retaining gate, update gate
and resetting gate. 𝜎𝑔 ,𝜎𝑓 and 𝜎𝑟 are the tanh, sigmoid and tanh
nonlinear activation functions respectively. Notably, we utilize the
retaining gate g𝑡,𝑘 with the tanh activation to control how much
state information from the last step should be retained, which differs
fromGRU using the sigmoid activation. As we all know, the range of
sigmoid and tanh functions are (0, 1) and (−1, 1) respectively.When
we use the sigmoid activation, there is always a positive correlation
in different degrees between the last interest state and the current
interest state, which is reasonable in general. However, in real life, a
negative correlation may exist during the process of browsing and
comparing related items w.r.t a specific interest. Just as the T-shirt
in Fig. 1, we can see that the user’s purchase willingness concerning
T-shirts increased with he/she clicking the first T-shirt and then
adding the second T-shirt into the cart. However, when the user
bought a T-shirt after some time, his/her demand for T-shirts was
met, which may lead the user no longer to buy related items in the
short term. Therefore, we argue that it is more reasonable to use
the tanh instead of sigmoid in our scenario.

Based on the candidate interest state z̃𝑗,𝑡+1 and the interest chain
C𝑗 , we update interest state of the current time step as:

z𝑗,𝑡+1 = 𝑐 𝑗,𝑡+1 · z̃𝑗,𝑡+1 + (1 − 𝑐 𝑗,𝑡+1) · z𝑗,𝑡 (8)

Here, we particularly use the hard-attention weight calculated in
Eq. 5 to update the interest state. That is to say, when 𝑐 𝑗,𝑡+1 = 1, the
𝑖𝑡+1 can be seen as the item related with the cognitive interest v𝑗 ,
and z𝑗,𝑡+1 = z̃𝑗,𝑡+1. On the contrary, when 𝑐 𝑗,𝑡+1 = 0, we regard the
item 𝑖𝑡+1 as the irrelevant and set z𝑗,𝑡+1 = z𝑗,𝑡 . With the process of
interest evolution under v𝑗 , the last interest state is set to the final
interest representation of the cognitive interest, that is, z𝑗 = z𝑗, |S | .

4.3 Prediction and Learning Strategy
After this, through a simple aggregation network, we aggregate
all evolved cognitive interests {z1, z2, · · · , z𝑘 } based on the rele-
vance between each cognitive interest and the current query q for
prediction:

𝛿 𝑗 =
𝑒𝑥𝑝 (𝑀𝐿𝑃 (q, z𝑗 ))∑𝑘
𝑗=1 𝑒𝑥𝑝 (𝑀𝐿𝑃 (q, z𝑗 ))

h =

𝑘∑︁
𝑗=1

𝛿 𝑗 · z𝑗
(9)

where h is the extracted information mostly relevant with the cur-
rent query. Finally, through a 2-layer 𝐷𝑁𝑁 network, we calculate
the final score 𝑦 as:

𝑦 = 𝜎 (𝐷𝑁𝑁 ( [u, h, q])) (10)

where 𝜎 is the sigmoid nonlinear activation function.
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We utilize negative log-likelihood function as the loss function:

𝐿1 = − 1
|D|

∑︁
D

𝑦𝑙𝑜𝑔𝜎 (𝑦) + (1 − 𝑦)𝑙𝑜𝑔(1 − 𝜎 (𝑦)) (11)

where D is the training set of size |D|. 𝑦 ∈ {0, 1} represents
whether the user wants to purchase or browse under the current
query. 𝑦 is the output of PIPM , which is the predicted probability
that a user wants to make a purchase currently.

Furthermore, in order to enhance the generalization of PIPM , we
design a relatively simple auxiliary task that first inputs the point-to-
point concatenation of the historical item representation sequence S
and its corresponding behavior sequence A = {a1, · · · , a𝑇 } into the

bottom-up module in MECM like 𝛽𝑖, 𝑗 =
𝑒𝑥𝑝 (𝑀𝐿𝑃 ( [e𝑖 ,a𝑖 ] ) ·w1

𝑗

⊤ )∑
e𝑖 ∈S 𝑒𝑥𝑝 (𝑀𝐿𝑃 ( [e𝑖 ,a𝑖 ] ) ·w1

𝑗

⊤ )
to get multiple interest representations {z1, · · · , z𝑘 } by Eq. 3, and
then input them directly into the aggregation network to predict a
score 𝑦. The loss function of the auxiliary task is:

𝐿2 = − 1
|D|

∑︁
D

𝑦𝑙𝑜𝑔𝜎 (𝑦) + (1 − 𝑦)𝑙𝑜𝑔(1 − 𝜎 (𝑦)) (12)

Then, the final loss function is as follows:
𝐿 = 𝛼 ∗ 𝐿1 + (1 − 𝛼) ∗ 𝐿2 (13)

where 𝛼 is a hyper-parameter that aims to obtain the trade-off
between the main and the auxiliary task.

5 EXPERIMENT
In this section, we conduct extensive experiments on a large-scale
industrial dataset to evaluate the efficacy of PIPM against the up-
to-date state-of-the-art alternatives. All results are consistently
significant at 0.05 level.

5.1 Experimental Setup

Dataset. We construct a real-world large-scale industrial dataset
from the log data of Taobao’s search scenario from May 9, 2021,
to May 29, 2021. The dataset is page-level. Specifically, each page-
turning request made by the user in the scenario will generate a
sample data, which contains < 𝑢, 𝑞, 𝑡𝑐𝑢𝑟 ,S𝑢 ,A𝑢 , 𝑙𝑎𝑏𝑒𝑙 > represent-
ing that the user 𝑢 who has the historical item sequence S𝑢 and
the corresponding behavior sequence A𝑢 makes a page-turning
request at time 𝑡𝑐𝑢𝑟 under the typed query 𝑞. And the label indicates
whether the user 𝑢 has purchase intention at time 𝑡𝑐𝑢𝑟 . In the ex-
periment, if the user makes a purchase under any category related
to the current query 𝑞 from the current moment 𝑡𝑐𝑢𝑟 to 24:00 of the
next day, we believe that the user has a purchase intention under 𝑞
and set label to 1; otherwise, label is 0. Notably, we take the most
recent 30 interactions from the user’s history log of the past 14 days
prior to the timestamp 𝑡𝑐𝑢𝑟 to construct S𝑢 and A𝑢 .

Based on the above description of the construction method of
each sample data, in our experiment, we construct the large-scale
dataset by utilizing the sampled sample data for 6 days that is from
May 23, 2021, to May 28, 2021, consisting of about 500 million
users, 100 million items and 100 million queries. To get more robust
results, we conduct experiments on training sets of different sizes (4
days and 5 days). Therefore, we have two types of datasets with
different scales marked as 5_𝐷𝑎𝑦 and 4_𝐷𝑎𝑦. Specifically, for the

dataset 5_𝐷𝑎𝑦, we randomly sampled 10 billion samples from the
data in May 23, 2021 - May 27, 2021 to construct a training set, that
is, 2 billion per day. Similarly, we obtain a training set of 4 − 𝐷𝑎𝑦

consisting of 8 billion samples based on the data from May 24, 2021
to May 27, 2021. The validation set is composed of 2 billion samples
randomly sampled onMay 28, 2021. As we utilized tens of billions of
data to guarantee the robustness and effectiveness of our proposed
model, considering such a huge dataset, we then utilized the unified
platform AOP used in Taobao.

Baselines. We compare the proposed PIPM against up-to-date
multi-interest modeling methods and sequential modeling models.

• MIND [14]: MIND clusters past behaviors based on the cap-
sule routing mechanism to extract multiple interests. Due to
the difference in tasks, in the experiment, we directly input
the multiple interests extracted by MIND into the aggrega-
tion network for predicting a score.

• ComiRec-SA [3] : It is a self-attention based multi-interest
extraction method. In the experiment, we take a approach
similar to MIND to calculate a score for prediction.

• DIN : [31]. DIN utilizes a simple attention-based activation
unit to activate related user behaviors.

• DIN+: [31]. For the activation unit of DIN, multi-head atten-
tion with the feedforward network is used to replace it.

• DIEN [30]: Considering interest evolving phenomenon, DIEN
designs an interest evolving layer named AUGRU to model
the evolution of relative interest related to the target by
introducing attentional update gate.

• MIAN [29]: By utilizing the fine-grained user-specific, con-
text as well as historical interaction information, MIAN de-
signs a global and three local interaction modules to extract
the relationship among all kinds of fine-grained features.

For our proposed methods：
• PIPM: PIPM is a psychological intention prediction model,
which utilizes Eq. 11 to optimize the model.

• PIPM +: Designing a relatively simple auxiliary task with
an annealing-based joint optimization method to enhance
the generalization of the model, we use Eq. 13 and Eq. 14 to
optimize PIPM .

• PIPM − : For further validating the validity of the proposed
annealing-based joint optimization method in balancing the
main task and auxiliary task, we simply set 𝛼 as 0.5 in Eq. 13.

Evaluation Metrics. In our task, we employ the widely used AUC
and GAUC as evaluation metrics and regard the top-level category
of the current query existing in the dataset as a grouping basis for
GAUC. The large AUC and GAUC values mean better performance.

Experimental Details PIPM is trained with Adagrad optimizer
in a warmup way that the learning rate increased from 0.001 to
0.01 in the first hundred thousand steps. The dimension 𝑑 is set to
128, the initial temperature 𝜏0 in Eq. 5 is set to 0.001, |𝑃 | is set to
1000 and 𝛼0 in Eq. 14 is tuned in the range of [0.1,0.3,0.5,0.7]. The
batch size is set to 512. For a fair comparison, in other methods,
the model dimension and the batch size are also set to 128 and 512
respectively. We train PIPM using a distributed TensorFlow with
20 parameter servers and 800 workers.
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Table 1: Performance comparison between the baselines and our model with % omitted. The best results in each row are
highlighted in boldface and the best results in several baselines are highlighted in * . ▲% refers to the absolute performance
gain against the best baseline, which is consistently significant at 0.05 level.

Multi-intenion Modeling Sequential Modeling Our Proposed
Metrics MIND ComiRec-SA MIAN DIN DIN+ DIEN PIPM − PIPM PIPM + ▲%

5_𝐷𝑎𝑦 AUC 78.51 78.93 78.35 78.62 78.71 78.99∗ 79.43 79.78 79.85 0.86
GAUC 75.12 75.63 75.07 75.31 75.49 75.69∗ 76.27 76.63 76.70 1.01

4_𝐷𝑎𝑦 AUC 78.33 78.57 78.13 78.34 78.55 78.75∗ 79.34 79.71 79.79 1.01
GAUC 74.89 75.23 74.80 75.03 75.30 75.46∗ 76.18 76.55 76.63 1.17

Table 2: Performance comparison of three different variants
against PIPM. All numbers in the table are percent numbers
with % omitted.

Metrics PIPM −𝑒𝑐
𝑣1 PIPM −𝑒𝑐

𝑣2 PIPM −𝑒𝑣𝑜 PIPM

5_𝐷𝑎𝑦 AUC 79.67 79.70 79.33 79.78
GAUC 79.50 76.55 76.14 76.63

4_𝐷𝑎𝑦 AUC 79.64 79.66 79.27 79.71
GAUC 79.47 76.50 76.06 76.55

Table 3: Performance comparison of different interest evo-
lution networks against proposed IEL. All numbers in the
table are percent numbers with % omitted.

Metrics PIPM −𝑒𝑣𝑜 PIPM 𝑠𝑜 𝑓 𝑡 PIPM 𝑎𝑖𝑔𝑟𝑢 PIPM 𝑎𝑢𝑔𝑟𝑢 PIPM

5_𝐷𝑎𝑦 AUC 79.33 79.63 79.53 79.64 79.78
GAUC 76.14 76.49 76.37 76.48 76.63

4_𝐷𝑎𝑦 AUC 79.27 79.58 79.45 79.62 79.71
GAUC 76.06 76.42 76.27 76.44 76.55

In particular, due to the simplicity of the auxiliary task compared
with themain task, we design an annealing-based joint optimization
method to obtain a balance between the main task and the auxiliary
task for performance improvement.

𝛼 =𝑚𝑖𝑛
(
1.0, 𝛼0 + (1 − 𝛼0) ∗ 𝑖𝑡𝑒𝑟𝑐𝑢𝑟 /𝑖𝑡𝑒𝑟0

)
(14)

where 𝛼0 is the initial value, 𝑖𝑡𝑒𝑟0 is the iteration number of anneal-
ing and 𝑖𝑡𝑒𝑟𝑐𝑢𝑟 is the current iteration number.

5.2 Performance Comparison
Table 1 presents a summary of the experimental results of different
methods. Here, we have the following observations:

(1) For multi-interest modeling methods, ComiRec-SA performs
better than MIND, which verifies the strong ability to capture user
interests by the self-attention mechanism and is consistent with
the result of [3]. However, Both ComiRec-SA and MIND perform
worse than PIPM due to ignoring the evolution of user interests.

(2) For sequential modeling methods, MIAN performs worst in
our scenario, the reason might be that it is capable for models to
learn the fine-grained latent relationship among all kinds of features
in the condition of large-scale datasets and rich side information.
It is expected that DIN+ performs better than DIN because the
muti-head attention mechanism helps the network capture richer

information. DIEN enhances the evolution of relative interest by
designing an attentional update gate, outperforms DIN+, DIN and
MIAN, which verifies the necessity of interest evolution. Though
effective, due to regardless of multi-interest modeling in DIEN, our
proposed PIPM achieves the best performance.

(3) For our proposed methods, we observe that PIPM +>PIPM
>PIPM − . The reason for PIPM >PIPM − might be that adding the
loss of the auxiliary task to the main task in a simple way would
decrease the performance of the main task. Due to an annealing-
based joint optimization method designed to balance the two tasks,
PIPM + performs better than PIPM .

(4) Interestingly, the performance gap of 5_𝐷𝑎𝑦 and 4_𝐷𝑎𝑦 over
our proposed model is smaller than other baselines, such as from
79.79% to 79.85%. The phenomenon demonstrates that PIPM can
capture the underlying pattern behind users’ purchasing behavior
in real life, reflecting that it is an effective direction to introduce
psychology and cognitive psychology into user interests modeling.

5.3 Further Analysis

Ablation Study In this paper, we design aMECMmodule to imitate
the perceptual model to extract multiple cognitive interests and
devise a MEVM module to simulate people’s process of browsing
and comparing related items. Specifically, we design a bottom-up
module, an up-bottom module and an update module respectively
to model the impact of people’s prior knowledge. Therefore, for
fine-grained verification of the impact of each design choice on
model performance, we design different variants of PIPM as follows.
The results of PIPM and its variants models are shown in Table. 2.

In Eq. 6, we utilize p̃𝑗 as the valuable information that the user
learns from the interaction result of the current cognition and the
environment, and update the virtual cognition pool based on this
for better performance. Hence, we first remove the update model
in MECM to investigate the effect of this updating. We named
this model ignoring as PIPM −𝑒𝑐

𝑣2 . We can see that comparing with
PIPM −𝑒𝑐

𝑣2 , PIPM obtains a better performance. Moreover, we further
remove the up-bottom module in MECM on the basis of PIPM −𝑒𝑐

𝑣2 .
In this sense, the multiple interests mined are just normal category
interests without any participation of advanced cognitive processes.
We named this variant ignoring both up-bottommodule and update
module as PIPM −𝑒𝑐

𝑣1 . Comparing with PIPM −𝑒𝑐
𝑣2 and PIPM , PIPM −𝑒𝑐

𝑣1
performs worst, which is expected. It demonstrates the correctness
of introducing the perceptual model in multi-interest extraction.
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Moreover, we also examine the effect of the multi-interest evo-
lution by replacing the MEVM module with sum-pooling meth-
ods (namely PIPM −𝑒𝑣𝑜 ).We can see that PIPM −𝑒𝑣𝑜<PIPM −𝑒𝑐

𝑣1 <PIPM ,
which indicates the necessity of modeling the evolution of user in-
terests. This can also be verified by the result that PIPM −𝑒𝑐

𝑣1 >ComiRec-
SA. It is worthwhile to highlight that PIPM −𝑒𝑣𝑜 also performs better
than MIND and ComiRec-SA, which coincides with the previous
finding that it is correct to extract multiple cognitive interests rather
than normal category interests. In summary, this set of experimen-
tal comparisons suggests that each design choice in PIPM is rational
to enhance customer intention inference.

Figure 5: Performance comparison of the proposed model
PIPM, DIN+, DIEN and ComiRec-SA on different levels of
sequence. The higher the level, the greater the number of
unique categories contained. Bars represent the performance
of different methods on AUC. Broken lines represent the
AUC gap between PIPM and other baselines.

Analysis on IEL Recall that we design a novel interest evolution
layer (IEL) to simulate the process of browsing and comparing re-
lated items in a real shopping scenario. Specifically, we adopt a
hard-coding strategy to compute the attention weights (Eq. 5 and
Eq. 8) to make the most relevant items retained for better evolution.
And in order to enhance the impact of users’ different behaviors (i.e.,
𝑎𝑑𝑑_𝑡𝑜_𝑐𝑎𝑟𝑡 ) on interest evolution, we replace the traditional sig-
moid activation with the tanh activation in the retaining gate of
GRUs, which is used to control how much state information from
the last step should be retained (Eq. 7). Here, we first examine the
effectiveness of the hard-attention weight by removing the value 𝜏0
in Eq. 5. The new variant of PIPM is named PIPM 𝑠𝑜 𝑓 𝑡 . Furthermore,
we also replace the IEL with the following two attention-based
GRUs that are referred to in [30], namely AIGRU and AUGRU.
Specifically, AIGRU uses attention score to affect the input of inter-
est evolution and AUGRU combines the attention mechanism and
GRU seamlessly by designing an attentional update gate. Notably,
all of these attention-based GRUs utilize 𝑐𝑘,𝑡 as the attention score.
We name these variants as PIPM 𝑎𝑖𝑔𝑟𝑢 and PIPM 𝑎𝑢𝑔𝑟𝑢 , respectively.

The results is shown in Table 3. PIPM −𝑒𝑣𝑜 here is the same
model with PIPM −𝑒𝑣𝑜 in Table 2. We can see that PIPM −𝑒𝑣𝑜<PIPM
𝑠𝑜 𝑓 𝑡<PIPM on both two datasets. It indicates the necessity of drop-
ping irrelevant information to enhance interest evolution. When
applying soft attention to items, PIPM 𝑠𝑜 𝑓 𝑡 can weaken the impor-
tance of irrelevant items and performs better than PIPM −𝑒𝑣𝑜 . Also,

in contrast to PIPM 𝑠𝑜 𝑓 𝑡 , PIPM uses hard-coding to directly drop
these noise items irrelevant to the specific cognitive interest and
shows a better performance than PIPM 𝑠𝑜 𝑓 𝑡 . Moreover, we can see
that PIPM 𝑎𝑖𝑔𝑟𝑢 performs worse than PIPM 𝑎𝑢𝑔𝑟𝑢 and PIPM because
zero input can change the hidden state of GRU in the condition of
𝑐𝑘,𝑡 = 0. And PIPM 𝑎𝑢𝑔𝑟𝑢 gain comparable performances by using
the attention score 𝑐𝑘,𝑡 to control the update of hidden state in a
different way. However, owing to utilizing the sigmoid activation
to control the information retention of the last step, it is always a
positive correlation between the last interest state and the current
interest state, which is not consistent with the fact in our scenario,
which is explained in detail in Session 4.2.

Analysis on Different Levels of Sequence To further investigate
the performance of PIPM on multi-interest modeling, we split all
samples into ten levels based on the number of the unique top-
level categories in the historical sequence. The higher the level, the
greater the number of unique categories contained. As is shown in
Fig. 5, bars and broken lines represent the performance of differ-
ent methods on AUC and the AUC gap between PIPM and other
baselines over sequences of different levels, respectively.

We observe that all broken lines show a trend of rising and then
falling, which is reasonable. The main idea of our proposed PIPM is
the evolution of multi-interest. With the increase of the sequence
level from level 1, the advantages of multi-interest modeling are be-
coming apparent, leading to a trend of rising first. When a sufficient
number of unique categories exists, such as level-10, it makes no
sense to model the evolution of each interest. Therefore, the trend
falls subsequently. Furthermore, we observe that DIEN performs
better than DIN+ in level [1,5] because of the modeling of relative
interest evolution. Though effective, DIEN performs worse than
PIPM owing to the difference between evolving networks that AU-
GRU and IEL, a more detailed comparison on which will be made
in Table 3. Moreover, ComiRec obtains better performance than
DIEN and DIN+ in level [3,8] because of the modeling of multiple
intentions. For the phenomenon that ComiRec is worse than DIEN
and DIN+ in level [9,10], the reason might be that it is difficult
for ComiRec to capture each interest in the condition of too many
unique categories.

Analysis on Different Interest Numbers At last, we study the
impact of different interest numbers 𝑘 in the range of 1 to 8. The
performance patterns on 5_𝐷𝑎𝑦 dataset are plotted in Fig. 7. We see
that PIPM achieves optimal performance with 𝑘 = 6 and achieves
worst performance with 𝑘 = 1, which is expected. It also coincides
with the previous opinion: modeling users’ multiple interests is a
benefit for a better recommendation.

5.4 Case Study
In order to better understand why PIPM is useful, we further per-
form analysis with a case study on 5_𝐷𝑎𝑦. Specifically, as Fig. 6
shows, given the user’s historical log and the current query, we use
PIPM and DIEN to infer whether the user has purchase intention.
We can see that PIPM can infer all purchase intentions correctly. For
example, when determining whether the user wants to buy under
’irregular short sleeve’, PIPM can better capture the phenomenon
that the user has bought an irregular short sleeve recently and will
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Figure 6: Case study on customer intention inference task. Red boxes represent the 𝑝𝑎𝑦 behavior and blue boxes represent the
𝑎𝑑𝑑_𝑡𝑜_𝑐𝑎𝑟𝑡 behavior.

√
represents that the user has purchase intention; otherwise, it indicates browsing intention.

Figure 7: Performance comparison of different interest num-
bers 𝑘 in terms of AUC on 5_𝐷𝑎𝑦 dataset. The interest num-
bers is increased from 1 to 8.

no longer want to buy again in the short time because the IEL pays
more attention to the impact of users’ behaviors compared with
AUGRU. And when determining whether the user wants to buy
under ’night table’, although the user has clicked some items re-
lated to the night table, it is difficult for DIEN to capture the user’s
interest in the category because the shoes are the closest items to
the current query. However, PIPM can capture the user’s interest
on the night table accurately owing to the interest evolution over
the interest chain composed of items related to the night table.

6 ONLINE EXPERIMENT
From 20220315 to 20220401, we conducted a bucket testing online
in Taobao mobile App. Since there is no direct application scenario,
for fairness, we directly replaced the Mind model deployed in the
online matching stage of queries recommendation as our proposed
PIPM to verify the ability of PIPM in multi-interest modeling. And
we use the metrics PCTR, UCTR, PVR, and UV to evaluate the
online performance.

The results are shown in Table 4. We can see that, PIPM outper-
forms Mind in all metrics, and gains the improvement of 10.13%,
8.79%, 5.59% and 1.2% on PCTR, UCTR, PVR and UV respectively.
UV indicates how many unique visitors, PVR represents how many

Table 4: Performance comparison of MIND and PIPM from
Online A/B testing, which is in terms of PCTR, UCTR, PVR
and UV.

Model PCTR Gain UCTR Gain PVR Gain UV Gain

Mind 0% 0% 0% 0%
PIPM +10.13% +8.79% +5.59% +1.2%

queries were exposed, UCTR indicates how many unique visitors
click the recommended query and PCTR indicates how many ex-
posed queries were clicked. All of these improvements verify that
multi-interest evolution modeling can better capture users’ multiple
interests.

7 CONCLUSION
In this paper, we propose a predecessor new task named customer
intention inference before query-based recommendation by con-
sidering the actual demand of e-commerce platforms and design a
Psychological Intention Prediction Model (PIPM) to model multi-
interest evolution effectively. Specially, we introduce the perceptual
model in cognitive psychology for the first time to learn the cog-
nitive interests for performance improvement. After this, a novel
interest evolution layer named IEL is further designed to simulate
the process of browsing and comparing related items in a real shop-
ping scenario. Extensive experiments confirm the effectiveness of
our proposed model.

To our knowledge, it is the first time considering the impact of
users’ complex cognition on user interests. Currently, our focus only
considers the perceptual model to enhance user understanding, and
there is much work to be done. In the future, we will further analyze
users’ purchasing behavior from the perspective of psychology,
predict their possible behavior trajectory, and then promote the
transformation of users’ behavior path.
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