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Abstract—Answer selection is an important subtask of the
question answering domain in natural language processing(NLP)
applications. In this task, attention mechanism is a widely
used technique which focuses on the context information and
interrelationship between different words in the sentences to
allocate different weight and enhance feature. However, the
natural characteristics of words themselves are not fully ex-
cavated, thus the performance may be limited to a certain
extent. In this paper, we propose a novel Hierarchical Multi-
dimensional Attention (HMDA) model to address this issue.
Especially, HMDA proposes a new kind of attention mechanism,
word-attention, a true individual attention which can enhance
the implied meaning of the word itself to extract features from
word level which are more unique. Then HMDA uses global
co-attention to better utilize word-attention and capture more
common similar features. In order to utilize this attention-
based semantic information on different granularities differently,
HMDA designs a multi-layer structure which makes full use
of all attention mechanisms by embedding attention features
to model hierarchically. HMDA obtains various fine-grained
information between question and candidate answers and avoids
information loss. Empirically, we demonstrate that our proposed
model can consistently outperform the state-of-the-art baselines
under different evaluation metrics on all TrecQA, WikiQA and
InsuranceQA datasets.

I. INTRODUCTION

Answer selection task is to sort potential answer candidates
according to relevance between question and answer. We give
an example of a question with a positive answer and two
negative answers extracted from TrecQA dataset in Table I.
Acquiring the ability to rank is versatile and essential for
many texts matching tasks, and serves as core function to more
complex and sophisticated systems.

In recent years, the attention mechanism is widely applied
in almost all aspects of NLP tasks. It significantly improves the
performance by extracting only the most relevant information
which is useful for the task [1] [2] [3]. Neural networks have
achieved great success for texts matching systems [4] [5] [6]
[7], and a wide assortment of neural ranking architectures
have been proposed [5] [8] [9]. Improved attention models
such as self-attention model [10] and co-attention mechanisms

TABLE I
EXAMPLE OF ANSWER SELECTION IN TRECQA DATASET.

Question What is the primary symptom of a cataract?
Positive Cataracts, a clouding of the lens in the eye, is the

leading cause of blindness in China now.
Negative 1 Although two million cataract patients had their

eyesight restored through surgery in the last decade,
medical services are still greatly needed by patients.

Negative 2 ”We have planned to provide 1.75 million cataracts
surgeries in the 1996-2000 period,” said Chen yuan of
the federation’s rehabilitation department.

[11] [12] show efficiency in many tasks. Self-attention places
weight on sequence itself, co-attention learns joint information
with respect to both document and query, then distribute
weight to both sides. These attention mechanisms focus on
exploring the interrelationship between words in different
contexts, thus assigning different weights to each word. They
are essentially looking for the relationship between words
and all other words in the sentences. However, there still
lacks a kind of attention mechanism which focuses on word
meaning itself. For example, verbs and nouns usually have
more influence on sentence meaning, while conjunctions and
prepositions have less influence on meaning. This information
has nothing to do with the other words in the sentence, only
from the word itself. Therefore, we think that the features
extracted by the previous attention mechanism are insufficient,
not exploit these potential information of words themselves
fully.

We conduct experiments over three datasets. The empir-
ical results demonstrate the effectiveness of our approach as
compared with the state-of-the-art baseline methods. The main
contributions of our work are as follows:

• We put forward a novel attention mechanism, denoted
by word-attention, which is able to enhance the unique
meaning of the word itself. Word-attention is capable of
reflecting multiple features of word level, without any
preprocessing additional feature statistics, such as part-
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of-speech tagging, named entity recognition, stem tagging
and so on.

• We propose a novel hierarchical structure which can
gradually focus the multiple attention mechanisms and
extracts features from different granularities for better
resolving answer selection task. We resort to co-attention
as weight allocation method to capture the similarity
between question and answer, adopt word-attention as
feature augmenting tool to enhance the dissimilarity be-
tween words. The code for our model is available online1.

• Experimental results on all TrecQA, WikiQA, Insur-
anceQA datasets outperform current work, which proves
that HMDA achieves state-of-the-art performance without
any external resource such as syntactic parser tree and
additional lexicon features. We give an in-depth analysis
of HMDA, explaining why word-attention effectively
enhance the features of the word itself and illustrate the
method to combine it with other attention mechanisms.

II. RELATED WORK

Answer selection is to rank the candidate answer list and
choose the most relevant one. The dominant state-of-the-art
models for learning to rank today are mostly neural network
based models. Neural network models, such as convolutional
neural networks (CNN) [13] [6] [14] [15], recurrent neural
networks (RNN) [16] [17] [18] or recursive neural networks
[19] are used for learning document representations. A param-
eterized function such as multi-layered perceptrons [5], tensor
layers [20] or holographic layers [14] then learns a similarity
score between document pairs.

Recent advances in neural ranking models go beyond inde-
pendent representation learning. There are several main archi-
tectural paradigms that invoke interactions between document
pairs which intuitively improve performance due to matching
at a deeper and finer granularity. The first can be thought as
extracting features from a constructed word-by-word similarity
matrix [21] [22]. The second invokes matching across multiple
views and perspectives [23] [12]. The third involves learning
pairwise attention weights (i.e., co-attention). In these models,
the similarity matrix is used to learn attention weights, learning
to attend to each document based on its partner.

Attentive Pooling Networks [24] and Attentive Interactive
Networks [25] are models that are grounded in this paradigm,
utilizing extractive max-pooling to learn the relative impor-
tance of a word based on its maximum importance to all words
in other documents. The Compare-Aggregate model [26] uses
a co-attention model for matching and then a convolutional
feature extractor for aggregating features. [27] firstly intro-
duces attention mechanism into question answering under an
RNN architecture. [28] proposes an attention-based model for
word embedding, which calculates an attention weight for each
word at each possible position in the context window. MAN
[9] model uses multiple steps of attention. Different from those
models and attention mechanisms, our proposed method uses a

1https://github.com/malongxuan/MatchingSentencePair

new word-attention mechanism focusing on extracting various
potential features of word vector-representations and use it to
perform an interactive operation with the co-attention result.

Notably, other related problem domains such as machine
comprehension [29] [30] [11] and review-based recommen-
dation [31] also extensively make use of co-attention mecha-
nisms. In addition, learning sequence alignments via attention
have been popularized by models in related problem domains
such as natural language inference [32] [33] [34]. MCAN [35]
can be viewed as an extension of the CAFE model proposed
in [34] for natural language inference.

III. OUR PROPOSED MODEL
The overall structure of HMDA is shown in Figure 1. The

inputs to our model are two text sequences which denoted as
question Q and answer A. Next we will portray this model
in detail. For simplicity, we only describe the answer part of
HMDA. Question part is exactly the same except the roles of
A and Q exchange.

A. Embedding Layers

Firstly, we apply pre-trained 300 dimension Glove embed-
ding [36] as input, denoted by Q ∈ Rq∗d and A ∈ Ra∗d. d
represents the 300 dimension, q and a represent the question
and answer length which is fixed for batch data training.

B. Local Attention Layers

Previous methods to extract word level information are
either not based on attention [37] [38] or still concerned
with inter-sentence interaction information then concatenated
to word level embedding [39]. The word-attention proposed in
this paper is a real attention mechanism which only focuses
on the information of words themselves. The calculation
matrices perform operations on itself, only reserve the part
which calculated on the same word embedding. The initial
embedding is provided as the input of word-attention to collect
local word level message. From different perspectives, we
propose three methods to calculate word-attention, which are
calculated as follows.

The first method will introduce an external parameter matrix
which directly maps the results to a specified dimension.
Where W1 ∈ Rd∗a is a parameter matrix to be learned. Every
word embedding in A will be multiplied by a different column
parameters in W1. diag means taking the diagonal element
and changing the matrix of the a ∗ a dimension to the a ∗ 1
dimension. · means the matrix multiplication.

OA
1 = diag(A ·W1) (1)

The second method is to directly calculate without intro-
ducing any external parameters. In this way, we only focus on
the original embedded information.

OA
2 = diag(A ·AT ) (2)

The third method also introduces external parameter matrix
W2 ∈ Rd∗d help learning.

OA
3 = diag(A ·W2 ·AT ) (3)
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Fig. 1. Illustration of our proposed hierarchical multi-dimensional attention model. The local attention layer and the global attention layer extract the
information of word level and sentence level respectively, and represent them in the word feature layer and the sentence feature layer.

Word attention is more focused and captures more unique
characteristics of words themselves. Then, we adopt traditional
softmax function to acquire attention weight matrix OA, which
merge word level information.

OA = Softmax(OA) ∈ Ra∗1 (4)

Where Softmax(.) is the Softmax operator.

C. Word Feature Layer

Next the following calculation is to match the result of
word-attention with its original version to get new word feature
embedding.

V A = (OA ⊗ E)�A ∈ Ra∗d (5)

Note that the outer product OA⊗E is repeating the linearly
transformed for d times. � is the element-wise multiplication.

We use all three word-attention methods and express the
results as V1, V2 and V3. In order to fuse new word features
and original embedding, here we can concatenate them either
on the first dimension called HMDAhorizontal or the second
dimension called HMDAvertical. Then we get the enhanced
answer embedding NA ∈ R4a∗d or NA ∈ Ra∗4d.

NA = concat[A, V A
1 , V

A
2 , V

A
3 ] (6)

NQ = concat[Q,V Q
1 , V Q

2 , V Q
3 ] (7)

D. Encoder Layer

We use nonlinear functions to encode the enhanced embed-
ding, denoted by HA and HQ. This encoding method has

fewer parameters than usual method such as long short-term
memory(LSTM) [40] and experiments show that they have
comparable performance. Where σ is Sigmoid, ∆ is Tanh.

HQ = σ(NQ)�∆(NQ) (8)

HA = σ(NA)�∆(NA) (9)

E. Global Attention Layer

After encoding the enhanced embedding, we have prepared
input data for the global attention level to capture similar
information between question and answer. We calculate co-
attention matrices CA and use it to weight the original
embedding. We get the global sentence feature as follow:

CA = HA ·HQT
(10)

RA = Softmax(CA) ·HQ (11)

F. Comparison Layer

Then we input [HA, RA] into compare function which have
several different forms [26]. The goal of the comparison layer
is to match each word with its weighted version.

MA = HA �RA (12)

G. Compression, Sentence Feature Embed, Softmax Layers

As shown in Figure 1, we now input MA to CNN+MLP
aggregate, denote by ZA ∈ R1∗2d. ZA represents the global
semantic information of the entire sentence level. Then we
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TABLE II
STATISTICS OF WIKIQA, TREC-QA AND INSURANCEQA DATASETS.

Dataset Questions Sentences #Avg question #Avg sentence QA pairs Avg candidate
InsuranceQA V1 17487 24981 7.16 49.5 1.36m 500
WikiQA 1242 29258 7.22 24.82 2.8k 9
TREC-QA(clean) 1295 8478 9.34 26.97 18.63 k 38

apply mean-max-pooling to V A to compress the local word
level feature. The final score is:

V A
k = concat[mean(V A

k ),max(V A
k )](k = 1, 2, 3) (13)

V A = concat[V A
1 , V

A
2 , V

A
3 ] ∈ R1∗6d (14)

Score = concat[V A, V Q, ZA, ZQ] ·Wf (15)

Where mean and max function extract maximum and aver-
age values along sentence length, Wf is a parameter matrix to
be learned. We feed related answer set [a1, a2, . . . , aN ] , target
label set [y1, y2, . . . , yN ] along with one Q into the model:

Scorei = model[Q, ai] (16)

Lastly, we take KL-divergence loss to discriminatively train
our framework. KL-loss is calculated as follow:

Si =
exp(Scorei)∑N
t=1 exp(Scoret)

(17)

Loss =
1

N

N∑
1

KL(S ‖ Y ) (18)

When training with KL-divergence loss, we select all posi-
tive answers to this question, denote by p, then randomly select
N − p negative answers from the answer pool.

IV. EXPERIMENT

In this section, we introduce the WikiQA, TrecQA, Insur-
anceQA datasets, our common setup, and our experimental
results.

A. Dataset

• WikiQA - This is a popular benchmark dataset for open-
domain, factoid question answering. It is constructed
by crowd-sourcing through sentences extraction from
Wikipedia and Bing search logs proposed by [41]. We fol-
low the same preprocessing steps as [41], where questions
with no correct candidate answers are excluded. In total,
we end up with 873 training questions, 126 development
questions, and 243 test questions. Since negative answers
for each question in WikiQA is not enough, we extend it
by randomly selecting a set of negative candidates from
the answer pool.

• TrecQA - This is a well-known benchmark dataset pro-
vided by [15]. This dataset contains a set of factoid
questions, where candidate answers are limited to a
single sentence. This dataset was collected from TrecQA
tracks 8-13 and is comprised of factoid based questions
which mainly answer the ’who’, ’what’, ’how’, ’where’,

’when’ and ’why’ types of questions. There are clean
and raw versions [42]. For clean version, all questions
have positive and negative answers simultaneously. In
total, there are 1162 training questions, 65 development
questions, and 68 test questions.

• InsuranceQA - This is an exclusive domain, non-factoid
answering dataset proposed by [43], collected from a
community question answering website which contains
two versions. In this work, we use the V1 version of
the dataset. This dataset is already divided into one
training set, one validation set, and two testing sets,
in which a question may have multiple correct answers
and normally the questions are much shorter than the
answers. The average length of questions and answers
in tokens are 7.16 and 49.5 respectively. Such difference
imposes additional challenges for the ranking task. For
each question in the validate and test sets, there are
500 candidate answers, which include the ground-truth
answers and randomly selected negative answers.

We illustrate the statistics of WikiQA, TrecQA and In-
suranceQA V1 dataset in TableII. #Avg means the average
length.

B. Compared Baselines

In this section, we introduce the baselines used for each
dataset separately. The compared data in Table III are extracted
from the original reference paper.

• WikiQA - Recently proposed MAN [9] apply multihop-
sequential-LSTM to achieve step by step learning. The
Pairwise Ranking MPCNN from [44] is effective. Other
strong baselines include AP-BiLSTM and AP-CNN
which are attentive pooling improvements of the former
[24]. HyperQA [8] uses hyperbolic space for similarity
analysis, reduce time and resource consumption. IARNN
[3] employs inner attention within GRU proved effective.
Compare-aggregate framework MULT [26] is impressive
with matching sentence pairs.

• TrecQA - The important competitors on the dataset are
mainly Multi-Perspective CNN (MP-CNN) [23]. We also
compare with the pairwise ranking adaption of MP-CNN
[44]. Additionally and due to the long-standing nature of
this dataset, there have been a huge number of works
based on traditional feature engineering approaches [45]
[46] [15] [47]. For the clean version of this dataset, we
also compare with AP-CNN just mentioned. LDC [48],
BiMPM [12] achieves good performance. HyperQA [8]
also proves its capacity to reduce resources occupancy.
IWAN [17] gets good MAP score.
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TABLE III
PERFORMANCE FOR ANSWER SENTENCE SELECTION ON WIKIQA, TREC-QA AND INSURANCEQA DATASETS.

Models WikiQA TrecQA(clean) InsuranceQA
MAP MRR MAP MRR Acc(Test1) Acc(Test2)

MPCNN (He et al.) 0.693 0.709 0.777 0.836 - -
HyperQA (Yi et al.) 0.712 0.727 0.784 0.865 - -
MPCNN + NCE (Rao et al.) 0.701 0.718 0.801 0.877 - -
LDC Model (Wang et al.) 0.706 0.723 0.771 0.845 - -
BiMPM (Wang et al.) 0.718 0.731 0.802 0.875 - -
IWAN (Shen et al.) 0.733 0.750 0.822 0.889 - -
AP-BiLSTM (Santos et al.) 0.671 0.684 0.713 0.803 0.717 0.664
AP-CNN (Santos et al.) 0.688 0.696 0.753 0.851 0.678 0.603
IARNN-Occam (Wang et al.) 0.734 0.741 0.727 0.819 0.689 0.651
IARNN-Gate (Wang et al.) 0.726 0.739 0.737 0.821 0.701 0.628
MULT (Wang and Jiang) 0.743 0.754 - - 0.752 0.734
SUBMULT+NN(Wang and Jiang) 0.733 0.747 - - 0.756 0.723
MAN(Tran and Niederee) 0.722 0.738 0.813 0.893 0.705 0.669
HMDAreduced 0.744 0.753 0.811 0.890 0.748 0.722
HMDAhorizontal 0.759 0.769 0.836 0.910 0.770 0.740
HMDAvertical 0.763 0.776 0.833 0.919 0.769 0.748

• InsuranceQA - The initial competitors of this dataset is
the CNN-based architecture by [43]. APBiLSTM [24]
is attentive pooling improvements of the former and
Inner attention based RNN [3]. Most recently, multihop
attention networks, MAN [9], which uses multiple vectors
focusing on different parts of the question is proposed.
Overall, Wang and Jiang [26] keep the highest record on
this dataset with SUBMULT + NN [26] model.

C. Evaluation Protocol

Answer selection task is to rank the candidate answers
using the trained model. Hence, we resort to Mean Average
Precision (MAP), Mean Reciprocal Rank (MRR) and accuracy
(Precision@1), standard metrics in Information Retrieval and
Question Answering to measure the experimental results. We
performed significant tests using the paired t-test. Differences
are considered statistically significant when the p-value is
lower than 0.05. We use the pre-trained 100/300 dimensional
Glove vectors2 proposed by [36] to initialize our word embed-
ding layer. We fix the word representations during training for
a fair comparison.

For WikiQA, we use 300 dimension Glove vectors. For
concatenating, the hidden layer dimension is set to 300. We
train our model in mini-batch and set the batch size with 11. To
training our model in mini-batch, we truncate the question to
10 words and the answer to 40 words. If the sentence is shorter
than the specified length, we add tokens with 0 embedding at
the end of the sentence. We resort to Adam algorithm as the
optimization method and update the parameters of the network
with the learning rate as 0.001. We set two dropouts at the
embedding layer and compression layer, the value is 0.1. We
set a total answers sample as 15 and add L2 penalty with the
coefficient parameter λ as 10−5.

For TrecQA, there is only one different experiment setting,
that is the maximum number of tokens for questions and
answers. They are set to 15 and 60.

2https://nlp.stanford.edu/projects/glove/

For InsuranceQA, we use 100 dimension Glove vectors, set
hidden size 280 for a fair comparison to former work, apply
dropout of 0.2 to the compression layer, truncate the question
to 12 words. Other settings are the same as WikiQA.

D. Experimental Results

In this section, we will introduce our experimental results
and give detailed analysis.

• WikiQA - Table III reports our experimental results on
WikiQA. HMDA outperforms a myriad of complex neu-
ral architectures. Notably, we obtain a clear performance
gain of 2.2% by HMDAvertical in terms of MRR against
strong models such as MULT.

• TrecQA - We compare against multiple previously pub-
lished works on this dataset. The competitive base-
lines for this task are AP-CNN, LDC, MPCNN,
MPCNN+NCE, HyperQA, BiMPM, MAN and IWAN.
Experimental Results Table III reports our results on the
clean version of TrecQA. The HMDAvertical model
outperforms MAN by 2.6% on MRR.

• InsuranceQA V1 - Table III show the experimental
results on InsuranceQA V1. All of our model outper-
form even the strongest model SUBMULT+NN [26].
HMDAhorizontal gains a promotion of 1.4% and 1.7%
in term of accuracy in test1 and test2.

The results on WikiQA and TrecQA show that our model
also suitable for factoid, short paragraphs answer selection
task. The experiments on InsuranceQA V1 demonstrate that
our proposed model can improve long paragraphs, non-factoid,
multiple candidate question answering task. On all datasets,
our model outperforms current models.

V. DISCUSSION AND ANALYSIS

In this chapter, we analyze the model in detail from multiple
angles.

Hierarchical Multi-dimensional Attention Model for Answer Selection
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calculated by the first method, while with “ intra “ suffix is the second and with “ w intra “ is the third.

TABLE IV
ABLATION ANALYSIS ON TRECQA(CLEAN) TEST SET.

Setting MAP MRR
Original 0.833 0.919
(1)Without Encoder 0.790 0.861
(2)Without Global-attention 0.655 0.730
(3)Without Word-attention 0.811 0.890
(4)Without Comparison Layer 0.801 0.868

A. Ablation Analysis

This section shows the relative validity of the different
components of our HMDA model. Table IV presents the results
on the test set of the clean TrecQA dataset. From ablation
analysis, we can easily observe the relative functions of various
components to our model. We introduce four different model
structures.

(1) We remove the encoder before global attention layer,
input original embedding to global attention and comparison
layer. The influence is significantly large, cause MAP drop by
4.3%. Due to the lack of contextual information of encoding
process integration, the system greatly reduces efficiency.

(2) We abandon the global-attention layer before the com-
parison layer. As we expected, it is the core component of the
entire system, and the lack of it would dramatically reduce the
functionality of the entire system. The MAP and MRR reduce
more than 17%.

(3) We remove word-attention before word feature layer.
The performance of the model decrease obviously by 2.2%
and 2.9% respectively which prove the efficiency of word-
attention.

(4) We also propose a model without comparison layer. With
performance decreasing obviously, it proves comparison layer

is an indispensable component of the model.

B. In-depth Model Analysis

We use a question-answer pair in InsuranceQA dataset to
perform the analysis. Word-attention mechanisms can be seen
as taking the diagonal value of the original comparison matrix.
We also compare the results of max-pooling and mean-pooling
operation. From Figure 2, their general trend is similar, but the
range of ordinate changes varies greatly. The mean-pooling
operation pays attention to all the words, however, the features
are not prominent enough. The weight distribution interval
is less than 0.005. The max-pooling operation increases the
weight assignment difference between features. Taking the
diagonal operation, that is, word-attention, makes the keyword
features more prominent. The difference interval has been
expanded to 1. This means that some features are strongly
enhanced. We can also see the difference among three word-
attention calculation methods in this figure. The trend curve
calculated by the first method is relatively flat. The second
method is similar to the third method, and the calculated
results highlight the importance of certain words. But because
the third method additionally introduces an additional param-
eter to help with learning, in the first sentence, the second
method emphasizes the “christianity“ word, while the third
method significantly increases the importance weight of the
“year“. It is easy to understand that these two words are both
nouns and obviously have reasons for being valued. There-
fore, as the model describes, we combine the calculations of
different methods to capture as much information as possible.

Then we further compare the effects of enhanced and
reduced input embedding on global feature representation.
When we choose to concatenate the word feature embedding
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from the vertical direction, as shown in Figure 3, we use
a heat map to visualize the global attention weights. The
image on the left is the result of an original embedding input
while the right one’s input is the enhanced embedding with
feature enhanced by word-attention as depicted in HMDA. For
example, we can clearly see that the interaction weight of
“435“ with “members“ and “representations“ is more focused.
The weight gap becomes larger among words.

Finally, we analyze the performance of the model for dif-
ferent types of problems. Figure 4 demonstrates all five types
of questions in WikiQA test set. The histogram represents the
MRR metric and the proportion of each type of questions in
dataset respectively. We use HMDAreduced, HMDAvertical

and HMDAhorizontal to compare the difference. Because
locations and characters are easier to retrieve, all models
own better results for “Where“ and “Who“ questions. In
HMDAreduced model, the MRR value of 87.2% and 83.8%
are respectively achieved for “Where“ and “Who“ questions.
While due to the proportion of 55.1% and 15.2%, the effect on
“What“ and “How“ questions decide the overall performance
of the model. In HMDAreduced model, the MRR value

75.1% and 65.1% are respectively achieved for “What“ and
“How“ questions. After adding enhanced features by word-
attention, we find that HMDAvertical model improves the
MRR value by 1.9% on “What“ questions, polish up the MRR
value of How question by 5.7%. “What“ and “How“ problems
have increased more than the “Where“ and “Who“ problems,
which shows that the HMDA model successfully improves the
comprehension ability of complex semantic relations.

VI. CONCLUSION

It is very crucial to improve the performance of answer se-
lection for satisfying the demands of the industry. We propose
a new attention mechanism, word-attention and a novel model
HMDA for ranking tasks in question answering domains
which takes all advantage of multiple attention mechanisms
hierarchically. Word-attention focuses on enhancing the unique
features implied in the word itself without too much contextual
information. All possible valid word features are extracted
through a simple layer of attention calculation without any
additional data statistical preprocessing. HMDA integrates
multiple attention application scenarios to allocate weight
and augment feature on different granularities hierarchically.
Although we demonstrate experimental results for answer
selection task only, this method suit for much more diverse
types of NLP tasks. Experimental results illustrate our model
achieves state-of-the-art performance on multiple well-known
benchmark datasets.
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