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ABSTRACT 
The repeated user-item interaction now is becoming a common 
phenomenon in the e-commerce scenario. Due to its potential eco-
nomic proft, various models are emerging to predict which item 
will be re-interacted based on the user-item interactions. In this 
specifc scenario, item relevance is a critical factor that needs to be 
concerned, which tends to have diferent efects on the succeeding 
re-interacted one (i.e., stimulating or delaying its emergence). It is 
necessary to make a detailed discernment of item relevance for a 
better repetition-aware recommendation. Unfortunately, existing 
works usually mixed all these types, which may disturb the learning 
process and result in poor performance. 

In this paper, we introduce a novel Communicative MARL-based 
Relevance Discerning Network (CARD for short) to automatically 
discern the item relevance for a better repetition-aware recommen-
dation. Specifcally, CARD formalizes the item relevance discerning 
problem into a communication selection process in MARL. CARD 
treats each unique interacted item as an agent and defnes three 
diferent communication types over agents, which are stimula-
tive, inhibitive, and noisy respectively. After this, CARD utilizes a 
Gumbel-enhanced classifer to distinguish the communication types 
among agents, and an attention-based Reactive Point Process is 
further designed to transmit the well-discerned stimulative and in-
hibitive incentives separately among all agents to make an efective 
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collaboration for repetition decisions. Experimental results on two 
real-world e-commerce datasets show that our proposed method 
outperforms the state-of-the-art recommendation methods in terms 
of both sequential and repetition-aware recommenders. Further-
more, CARD is also deployed in the online sponsored search adver-
tising system in Meituan, obtaining a performance improvement 
of over 1.5% and 1.2% in CTR and efective Cost Per Mille (eCPM) 
respectively, which is signifcant to the business. 
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1 INTRODUCTION 
Recent years have witnessed the fast development of recommenda-
tion system in e-commerce scenario [18, 30, 45, 47]. Based on the 
user-item interactions, the recommendation system aims to recom-
mend a few items that the user un-interacted previously [1, 4, 26, 27]. 
In this scenario, the repeated interaction is a common phenome-
non, as users usually purchase items of daily use repeatedly, such 
as shampoo or tissues, etc. With the accumulation of interaction 
data, the repeated interactions are gradually accounting for a large 
portion in e-commerce. The statistic from a popular commercial 
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Figure 1: An example to illustrate the infuence of other items on 
the re-consumption of an electric toothbrush. The x-axis denotes 
the diferent items, and the positive and negative values in the y-axis 
denote the average promoted or delayed time to a re-consumption of 
the electric toothbrush when the corresponding item is consumed. 

platform Meituan 1 shows that more than 56% of click data are 
repeated ones. 

The huge amount of repeated interaction data and its potential 
proft drive various methods produced to infer users’ repeated inter-
actions. Among these models, the traditional sequential recommen-
dation models account for a widely applied approach [17, 20, 32]. 
Recently, some works also further concerned repetition-aware sig-
nals [6, 35, 37], and achieved promising results. Though efective, 
to the best of our knowledge, none of these works have given a 
qualitative analysis over the item relevance, while we argue the 
item relevance is a signifcant factor to determine the next repeated 
interaction. 

To explain this, we give a real example collected from the on-
line data of Meituan, as shown in Figure 1. We found that after 
the user purchased an electric toothbrush, several of its succeeding 
interacted items will afect its re-consumption: The re-consumption 
time of the electric toothbrush is advanced if the user bought its 
accessory toothbrush head; while the time is obviously delayed if its 
substitutes are taken (water fosser, mouthwash, and manual tooth-
brush); in addition, there is no signifcant impact after interacting 
a hair dryer or a shaver. 

Considering the diferent incentives that items bring, given a 
target item, mixing all information together to determine its repe-
tition destiny seems not to be a wise choice (i.e., irrelevant items 
may become noise misleading the decision, and items having stim-
ulative or inhibitive incentives may require diferent models to 
learn their unique properties). It is necessary to discern this rel-
evance and model them separately for a better repetition-aware 
recommendation. 

Although it is appealing in theory, it is non-trivial to realize 
an efective discernment strategy without any supervision signals. 
Recently, some attention-based approaches are proposed to auto-
matically assign diferent weights to each item for relevance esti-
mation. However, the method of assigning weights in [0, 1] still 
fails to discern various types distinctly, while the accumulation of 
data with noisy and inconsistent relevance may still complicate the 

1Meituan is one of the largest platforms providing local consumer products and retail 
services in the world. 

learning process. Besides, the interpretability is also limited. How to 
automatically discern item relevance for a correct repetition-aware 
recommendation, is still a crucial and challenging problem. 

In light of these opportunities and challenges mentioned above, 
in this paper, we introduce a novel Communication MARL-based 
Relevance Discerning Network (CARD for short) to automatically 
discern item relevance for a better repetition-aware recommenda-
tion. The main advantage of our CARD is that it formalizes the 
relevance discerning problem into a communication selection task 
in MARL. Specifcally, CARD treats each unique interacted item 
as an agent, and totally considers three diferent communication 
types among the designed agents, which are stimulative, inhibitive, 
and noisy type respectively. The defned types correspond to a 
stimulative efect, inhibitive efect, and none efect. For each time 
step, CARD utilizes a Gumbel-enhanced classifer to distinguish 
the communication types among agents, and an attention-based 
Reactive Point Process is further designed to communicate the well-
discerned stimulative and inhibitive incentives separately. Based on 
the learned communication protocol, CARD can well coordinate 
the behavior of multiple agents for efcient model optimization. We 
evaluate the efectiveness of the proposed model on both online and 
ofine datasets. For comparison, we consider several well-known se-
quential and repetition-aware recommenders. The empirical results 
show that our model can signifcantly outperform all the baselines 
in terms of all the evaluation metrics. In total the contributions of 
our work are as follows: 

• We formalize the item relevance discerning problem into 
a communication selection process in MARL. To the best 
of our knowledge, this is the frst time that Communica-
tive MARL has been explicitly discussed and utilized in the 
recommendation scenario. 

• We defne three diferent communication types to illustrate 
the interactions among agents, and a Gumbel-enhanced clas-
sifer is utilized to automatically discern them. After this, an 
attention-based Reactive Point Process is further designed to 
ofer an efective communication transmission among agents 
for each repetition decision. 

• Empirical results on both online and ofine datasets show 
that our model can consistently outperform state-of-the-art 
baselines under diferent metrics, including sequential and 
repetition-aware baselines. 

2 RELATED WORK 
In this section, we provide a brief overview of the related work 
from three perspectives, including sequential recommendation, 
repetition-aware recommendation, and communication in multi-
agent reinforcement learning respectively. 

Sequential Recommendation. Sequential recommendation aims 
to predict users’ future behaviors given their historical interaction 
data. During the past decades, sequential models gradually evolved 
from modeling low-order sequential dependencies [38, 46] to high-
order ones [11, 24, 29]. Recently, due to the efectiveness of the 
attention mechanism, several models also utilized this strategy of 
assigning weights on diferent items to reveal their signifcance with 
the target item and achieved the state-of-the-art performance [20, 
25, 40, 54]. 
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Due to its nature similarity to repetition-aware recommendation 
task, these models can seamlessly be transformed for repetition-
aware recommendation task with a slight adjustment. 

Repetition-aware Recommendation. The repeated user-item 
interactions now are widely observed in many felds, such as web 
revisitation [2, 21, 48], repeated queries [41–43], information re-
fnding [9, 14, 22, 28], online recommendation [5, 36, 44], etc. 

Previous works usually focused on detecting informative prop-
erties that may be a beneft to the re-consumption performance. 
For example, Anderson [5] studied the patterns by which a user 
consumed the same item repeatedly over time, and developed a 
hybrid model to predict users’ repeated choices based on a combina-
tion of recency and quality. Benson et al.[7] studied several factors 
that may afect users’ repeat behaviors and found the time factor 
turns out to be the most infuential one. Similar conclusions are 
also found in [44]. Recently, deep models are also utilized to model 
the repetition-aware signals for an efective recommendation. For 
example, Ren et al . [37] proposed a model with an encoder-decoder 
architecture for session-based recommendation. In their work, a 
repeat-explore mechanism was incorporated into RNN to capture 
the repeat-aware recommendation intents. Rappaz et al. [35] pro-
posed a self-attentive model and added time interval embeddings to 
learn temporal dependencies for repetition-aware recommendation. 

As we can see, though repetition-aware recommendation has 
been utilized in various domains, none of these works have con-
sidered the infuence of diferent item relevance bring, thus the 
performance might be limited. 

Communication in Multi-agent Reinforcement Learning. Com-
munication is one of the core components for learning coordi-
nated behavior in multi-agent systems, which can signifcantly 
improve the fexibility and adaptiveness of a multi-agent system. 
Unrestricted restricted [3, 19, 31, 49, 50] and restricted commu-
nication [12, 23, 33, 39] strategy are two main variants. The un-
restricted communication strategy stands for a fully connected 
structure over agents, which is often used in early works of com-
munication MARL. For example, Sukhbaatar et al.[39] and Peng et 
al.[33] learned a communication protocol that connected all agents 
together. Das et al.[12] and Kim et al.[23] learned meaningful mes-
sages while using a broadcast way to share messages. However, the 
full-connected structure requires all-to-all communication among 
the agents, which can cause signifcant communication overhead 
and latency. Diferent from the unrestricted strategy, the restricted 
one allows each agent to communicate with a limited number of 
agents due to partial observability. For example, Zhang et al.[49] 
introduced a Variance Based Control to reduce the information 
transferred between the agents. Jiang et al. [19] utilized a graph to 
describe communication among agents, and each agent was only 
allowed to communicate with their neighbors. 

In our work, we formalize the item relevance discerning problem 
into a communication selection process in MARL and learn an 
appropriate communication protocol for better optimization. 

3 PRELIMINARY 

Notations. Let U denote a set of users and V denote a set of items. 
For each user � ∈ U, we use �� = {(�� 

1 , �1 
� ), (�� 

2 , �2 
� ), . . . , (��� , ��� )} 1:� 

to denote the interaction sequence for user �, where �� ∈ V
� 

represents the �-th item that � has interacted , �� corresponds 
� 

its interaction time, and � is the sequence length. For simplicity, 
We drop the superscript of � in the notations for ease of reading. 

Task Defnition. Given an interaction sequence, we are interested 
in whether a repeated interaction will be triggered in his/her next 
visit, and which item will be re-interacted. 

Communication in Multi-agent Reinforcement Learning. Com-
munication is an efective mechanism for coordinating the behav-
iors of multiple agents. Here we frst give a brief introduction about 
the communication in MARL [8], and the framework is shown in 
Fig. 2. 

Figure 2: The overall architecture of Communication in MARL. 

The communicative MARL can be described as a stochastic game 
� , represented as a tuple � = {N , S, A, O, T , M, �, � }, where N 
represents the agent count; S is the set of states and �� ∈ S repre-
sents the �-th state; A = {�(1) , �(2) , · · · , �(N) } is the collection 

(� )of action sets, with � ∈ �(� ) being �-th agent’s action at �-th
� 

step; O = {� (1) ,� (2) , · · · , � (N) } is the set of observations; T is 
the state transition function: T : S × A → S; M represents the 
space of messages and � is a discount factor. For the �-th agent 

(� )at the �-th step, it receives a private observation � ∈ O(� ) and
� 

(� ) (� )message � ∈ M to output an action � , and obtains a reward 
� � 

(� )
� .
� 

4 METHODOLOGY 
In this section, we introduce the proposed CARD in detail, and the 
overall architecture of CARD is presented Figure 3 . In the follow-
ing, we start with a communicative MARL for our task, then present 
our communication learning strategy for model optimization. 

4.1 The Communicative MARL framework 
First, we use Communicative MARL to frame our task. In a Com-
municative MARL, each agent is responsible for a unique item in 
the interaction sequence. By communicating with other agents, it 
aims to interact with the environment at the discrete time. 

Specifcally, given an interaction sequence �1:� , we assign an 
agent to respond each unique interacted item in �1:� , by this we can 
obtain an agent sequence, denoted as �1:N = {�1, �2, . . . , �N}, where 
the agent count N is equal to the count of unique items in �1:� . 
For simplicity, we use a lookup table to map them, denoted as �� = 
��� (�� ), indicating the �-th unique item in �1:� was interacted at 
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Figure 3: The overall architecture of Communicative MARL-based Relevance Discerning Network (CARD for short). CARD formalizes the 
item relevance discerning problem into a communication learning process. Based on the defned three communication types, CARD discerns 
them according to a Gumbel-enhanced classifer, and utilizes an attention-based Reactive Point Process to aggregate them separately for 
efective transmission. 

�-th step. Given the interacted item �� , the observation embedding 
of the corresponding agent �� can be written as: 

o
(� )

o
(� ) (�   = ��� )[ , � (� = 1)v� ] − (1)

� � −1 � 1 

where v� is the embedding of the �-th item, o(� ) is the previous  1 
observation emb

�−
 edding and � (·) represents the identity function. 

Note that as agent �� was activated until its corresponding item has 
interacted, thus we set o(� ) is a zero vector when the agent was 
not

� −1 
 active. 
After this, we utilize an action-value network � (� ) (� ) (� ) (� )

� (� , � ,� ) 
� � � 

to make actions through a Multi-Layer Perception (MLP), where 

 (� ) (� )
� ∈ {repeating =1,non-repeating=0 }, and � represents mes-
� � 
sages other agents transmitted to agent �� at the �-th step, which 
will be discussed in the later section. In our work, we use 1 to 
represent the item that is re-interacted, and 0 otherwise. After 
each action, the agent �� receives a numerical intermediate reward 
(� )

� , and w �  e set ( )
� =1 if the item that agent �� corresponded was 

� � 

re-interacted successfully -th step    in the � ,   else (� )
� =0.
� 

We then collaborate on agents’ actions for better collaboration. 
Given the joint action-values, the loss function is written as:∑ ∑ ∑ ( (�  = )   max � (� ) (� ) (�  ) (� )L(�) � + � � (� , � ,�  

� ( �+� ) 1 � 1 )+ �+1
� � ∈U � �� ∈�1:N1:� �+1 
) 

 � (� ) (� ) (   � ) (� ) 2
−� (� , � ,� ); Θ 

� � � 
(2) 

where Θ represents all parameters need to learn. 

4.2 Learning Communication Protocol for 
MARL 

A key point for Communicative MARL is to model and learn an 
efective communication protocol. With efective communication, 
agents can obtain a better understanding of the environment for 
an efective repetition-aware recommendation. Specifcally, CARD 

utilizes a Gumbel-enhanced classifer for communication selection, 
and an attention-based Reactive Point Process to manage the com-
munication transmission process among agents. In the following, 
we will give a detailed analysis of such a design. 

4.2.1 Gumbel-enhanced Communication Classifier. Given agent
�� and its neighbor � � , CARD can utilize a simple classifer to 
distinguish their communication type at the �-th time step, which 
is written as follows: 

(� ) ( � )(o ⊕ o )w�� � �,� 
� (��, � |�� , � � ) = Í (3)(� ) ( � )

��,� ∈ (� o ⊕ 
� o )

� w��,� 

where ⊕ is a concatenation operator, M = {����������� = 0, ��ℎ������� = 
1, ����� = 2} represents all three communication types CARD de-
fned, where ��, � ∈ M, and w�  is the corresponding parameters 
for each type. Note

�,�

  that at the �-step, neighbors of agent �� contain 
all its succeeding activated agents, where � > � and � < � . 

However, this traditional hard-coding mechanism is not difer-
entiable and prevents the model from being trained well via back-
propagation. To address this issue, inspired by [34], we integrate a 
Gumbel Softmax into the classifer as a diferentiable surrogate to 
support model learning over the discrete output. Specifcally, the 
enhanced classifer can be written as: 

(( 
exp log o

(� ) (  � ) ) )
(��� (  ,  ) + �� /�)

   = � o
� �,� 

� (��, � |�� , � � ) Í (( ) )
exp log (� ) ( � )(��� (o , o ) + � )/

� � ��,� � 
��,� ∈M 

where ���,� represents a noise sampled from a Gumbel distribution, 
and the temperature parameter � controls its sharpness. When � 
is small,� (��, � |�� , � � ) produces a multi-modal distribution. On the 
contrary, it approximates a one-hot vector. 

4.2.2 Atention-based Reactive Point Process. After the commu-
nication discerning process, for each agent �� , its communicated 
agents are further divided into 3 sub-groups: a stimulative sub-
group � G  having stimulative incentives to agent �� , an inhibitive ��
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Table 1: Statistics of datasets for experiments (a.v.l=average se-
quence length). 

Datset #interactions #users #items #a.v.l repeat ratio 

Meituan 7,123,343 100,000 1,592,172 74 0.41 
Alibaba 576,440 10,618 130,862 54 0.35 

sub-group G� preserving agents with inhibitive incentives, and 
�� 

a noisy sub-group G�� 
� keeping irrelevant ones. Afterward, it be-

comes distinct to model them respectively. Specifcally, we use the 
following function to aggregate all useful information that other 
agents transmitted at the �-th step: 

(� ) ( � ) (� ) ( � )
� (��� (o ,o ) ) � (��� (o ,o ) ) 

� � � � �, � �, � 
� = ; � = 
�,�� Í (� ) ( � ) �,�� Í (� ) ( � )

� (��� (o ,o ) ) � (��� (o ,o ) ) 
� � � � 

� ∈G� � ∈G� 
�� �� 

where ��� (·) represents a cosine function. Note that we only con-
sider the stimulative and inhibitive communication type in CARD 
, and remove agents with the noisy type to keep the efectiveness 
of the fused information. After this, given an agent �� and one of 
its neighbors � � , we then use the following function to model the 
message that agent � � transmitted to �� : 

�, � �, � �, � ( � ) �, � 
m

� = [� (��, � = 0)�
�,�� +� (��, � = 1)�

�,�� ]×J (�
�
� 
+1−��

� )×o
� +m� −1 

where J (�
�
� 
+1 − �� ) = � log(1 + exp(�

�
� 
+1 − �� )/�) is a kernel

� � 
function [55] that models the decaying time efect between two 
interactions. 

Based on the learned transmitted message, we then use a Reactive 
Point Process [15] to fuse the discerned messages linearly for the 
fnal message representation m� that agent �� received from � � : ∑� ∑ 

� �, � �, � 
m = �� + m − m (4)

� � � |{z} 
� ∈G� � ∈G� 

�� �� ���� | {z } | {z } 
����������� ��ℎ������� 

where �� is a bias representing its single self-exciting efect. accord-
ing to such a design, CARD can fuse stimulative and inhibitive in-
centives separately, while discarding useless communication. Based 
on the well-learned communication protocol, we believe our CARD 
can well handle the collaboration over agents to achieve the maxi-
mum expected total reward for all agents. 

4.3 Learning and Recommendation 
In order to learn the parameters of CARD , we employ the Double 
Q-learning algorithm to train it according to the Eq.2. However, 
training CARD is impossible as we need to maintain the same 
equivalent agents with items, which is extremely huge. Inspired 
by [19], we then follow the parameter-sharing strategy, where each 
agent independently learns an action-value network with fully 
shared parameters among all agents. 

With the learned CARD , given an interaction sequence �1:� , we 
obtain the fnal observations and messages of all agents according 
to Eq. 1 and Eq. 4. Note that we have known the real actions of 
each agent given �1:� , diferent from the training stage, we can 
directly assign corrective actions for each agent to produce perfect 
observation embeddings. We then utilize this trick to obtain better 
observations for the following recommendation task. 

Based on the tricky observations and the learned messages, each 
agent gives its next action according to the shared action-value net-
work, and the recommendation strategy is summarized as follows: 
If all agents choose none-repeating actions, then CARD judges the 
user will not perform a repeated interaction; Otherwise, CARD 
keeps agents having repeating actions, and ranks them according 
to their action values. We then select the item that the Top-1 agent 
mapped as the re-interacted one. 

5 EXPERIMENT 
In this section, we evaluate CARD by comparing it with both 
the sequential and repetition-aware recommenders. We begin by 
introducing the experimental setup and analyze the experimental 
results. 

5.1 Experimental Setup 

Dataset. We conduct our experiments on two real-world datasets: 
• Meituan: We collected the click behaviors of 100k users 
from search advertising system in Meituan, ranging from 
Jul.2022 to Sep. 2022. 

• Alibaba2: A dataset released by Alibaba e-commerce plat-
form. It covers the shopping behavior in 22 days of millions 
of users. we randomly sample 1% of users by considering the 
diversity of datasets. 

For all datasets, we remove users and items with fewer than 
3 related actions. The statistics of the two datasets are shown in 
Table 1. We then follow the leave-one-out evaluation strategy to 
split each interaction sequence into three parts: the last item of 
each sequence for testing; the next-to-last item for validation; and 
the rest for training. 

Baselines.To evaluate the efectiveness of our approach, We com-
pare CARD against two types of baselines, which are sequential 
recommenders and repetition-aware recommenders respectively. 
The sequential recommenders include: 

(1) FPMC [38]: FPMC is a shallow model that combines matrix 
factorization and factorized frst-order Markov chains for 
sequential recommendation. 

(2) GRU4Rec [11]: GRU4Rec is a session-based recommendation, 
which utilizes GRU unit to capture users’ long sequential 
behaviors for recommendation. 

(3) SASRec [20]: SASRec is a self-attention based sequential 
recommendation model, which uses the multi-head attention 
mechanism to recommend the next item. 

(4) TiSASRec [25]: TiSASRec is a time interval aware self-attention 
based sequential recommendation, which models both the 
absolute positions of items as well as the time intervals be-
tween them in a sequence. 

For repetition-aware recommenders, we consider the following 
baselines: 

(1) ReCANet [6]: ReCANet proposes a framework with LSTM 
layers to explicitly model the repeat consumption behavior 
of users. 

2https://tianchi.aliyun.com/dataset/dataDetail?dataId=56 
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Table 2: Performance comparison between baselines and CARD . The best performance of each column is highlighted in boldface. Symbol ∗ 
denotes the best baseline. Symbol ▲ denotes the relative improvement of our results against the best baseline, which are consistently signifcant 
at 0.05 level. 

Sequential Models Repeat-aware Models Task Dataset Metric ▲%FPMC GRU4Rec SASRec TiSASRec GRU4Rec� ReCANet LiveRec SASRec� CARD 

Meituan AUC 0.5300 0.5465 0.5532 0.5545 0.5624 0.5657 0.5792 0.5811* 0.5967 2.68 
LogLoss 0.9365 0.8731 0.8526 0.8238 0.7853 0.7820 0.7558 0.7316* 0.6896 5.74 

Task 1 
Accuracy 0.5057 0.5109 0.5204 0.5345 0.5411 0.5432 0.5643 0.5764* 0.6139 6.50 

Alibaba AUC 
LogLoss 
Accuracy 

0.5265 
8.5815 
0.5283 

0.5375 
2.0701 
0.5623 

0.5510 
1.8924 
0.5774 

0.5670 
1.4146 
0.5976 

0.5701 
1.2323 
0.6021 

0.5869 
1.0896 
0.6128 

0.6121 
0.9452 
0.6339 

0.6233* 
0.7579* 
0.6575* 

0.6347 
0.6698 
0.6743 

1.83 
11.62 
2.55 

Meituan AUC 0.6082 0.6427 0.6786 0.7335 0.7585 0.7614 0.8136 0.8376* 0.8925 6.55 
LogLoss 0.2784 0.2721 0.2622 0.2576 0.2501 0.2433 0.2376 0.2299* 0.2106 8.39 

Task 2 
Accuracy 0.1888 0.2581 0.3631 0.4256 0.4947 0.5257 0.5526 0.5712* 0.6123 7.18 

Alibaba AUC 0.8257 0.8529 0.8641 0.8858 0.8995 0.9052 0.9165 0.9315* 0.9510 1.99 
LogLoss 0.3159 0.3102 0.3067 0.2846 0.2752 0.2641 0.2574 0.2214* 0.2048 7.50 
Accuracy 0.4987 0.5384 0.6396 0.6745 0.7114 0.7320 0.7616 0.7975* 0.8487 6.42 

(2) GRU4RecH: GRU4RecH is an extension of GRU4Rec which 
incorporates a neural Hawkes process model [13] to model 
both re-consumption signals and time intervals. 

(3) LiveRec [35]: LiveRec is a live-steaming recommender incor-
porating both the recurring consumption patterns and time 
intervals for recommendation. 

(4) SASRecH: Similar to GRU4RecH, we extend SASRec with a 
transformer Hawkes process [55]. 

Evaluation Metric. We employ the commonly used AUC(Area 
Under ROC), LogLoss (cross-entropy) [16] and Accuracy to assess 
the performance of the two mentioned tasks. We perform signifcant 
tests using the paired t-test. Diferences are considered statistically 
signifcant when the �-value is lower than 0.05. 

Parameter Settings. For a fair comparison, the batch size is fxed 
to 512, and the latent dimension for all models is 32. The param-
eters are normally initialized with 0 mean. All normal initializers 
have 0.01 standard deviation. For LiveRec3 and ReCANet 4, we use 
the source code provided by their authors. For other methods, we 
implement them by RecBole [51]. We optimize them according to 
the validation sets. 

For our model, we implement it based on the PyTorch framework. 
The discount factor � is set to 0.99, and � in the kernel function is 
set to 2. In the sampling stage, we preserve 5 episodes in our replay 
bufer for each sequence. 

5.2 Performance Comparison 
In this section, we compare the performance of our model with the 
baselines. We totally consider the following two tasks: 

• Task 1: A binary classifcation task considering whether a 
repeated interacted interaction will be triggered at the next 
visit time. 

• Task 2: A multi-classifcation task concerning once a repeti-
tion interaction is confrmed, which item will be most likely 
re-interacted? 

3https://github.com/JRappaz/liverec 
4https://github.com/mzhariann/recanet 

The overall performance of our proposed CARD and the base-
lines are reported in Table 2. We have the following observations: 

For sequential recommenders, FPMC obtains the worst perfor-
mance by capturing only low-level dependencies in sequences. 
Compared with FPMC, we found the high-order dependency is an 
important factor for repetition-aware recommendation. This obser-
vation demonstrates the necessity of introducing more item-level 
relevance for a better repetition-aware recommendation. Compared 
with GRU4Rec, SASRec obtains a better performance by utilizing 
the attention mechanism of assigning weights on items to discern 
their signifcance. This coincides with our assumption that it is 
necessary to make a detailed analysis of the item’s relevance for 
better performance. By considering the time intervals among items, 
TiSASRec achieves the best performance among the traditional 
sequential recommenders. 

We found that repetition-aware recommenders perform better 
than sequential recommenders in most cases. It demonstrates repe-
tition recommendation problem has its own specifc characteristics, 
where we need to explore the informative repetition-aware signals 
for a better result. Compared with the ReCANet using a LSTM 
layer to capture the re-consumption patterns, GRU4Rec� utilizes 
a Hawkes Process to model the self-exciting of each item and ob-
tains a better performance. LiveRec and SARRec� further utilize a 
transformer to model the signifcance among items and perform 
better than GRU4Rec� . 

Finally, our proposed approach CARD achieves the best per-
formance among all the methods on two datasets. Although the 
baseline SARRec� unitized the temporal point process and the at-
tention mechanism to consider the infuence that time intervals 
and item dependencies bring , it fails to give a distinct discernment 
for item relevance. The major contribution of CARD is that we 
formalize the item relevance discerning problem as a communica-
tive MARL framework. CARD treats each unique interacted item 
as an agent and defnes three diferent communication types over 
agents. By utilizing a Gumbel-enhanced classifer to distinguish 
the communication types among agents, CARD uses an attention-
based Reactive Point Process to aggregate the well-classifed in-
centives. With such a meaningful design, CARD outperforms the 
state-of-the-art recommendation methods. Take Meituan dataset as 
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Table 3: Performance comparison of CARD and its two variants 
over two datasets. The Best performance is in bold font. 

Task Dataset Metric CARD 1 
CARD 2 

CARD 

Task 1 

Meituan AUC 
LogLoss 
Accuracy 

0.5733 
0.7612 
0.5622 

0.5816 
0.7335 
0.5892 

0.5967 
0.6896 
0.6139 

Alibaba AUC 0.6120 0.6221 0.6347 
LogLoss 
Accuracy 

0.8843 
0.6458 

0.7369 
0.6625 

0.6698 
0.6743 

Task 2 

Meituan AUC 
LogLoss 
Accuracy 

0.8082 
0.2301 
0.5647 

0.8359 
0.2256 
0.5712 

0.8925 
0.2106 
0.6123 

Alibaba AUC 0.9187 0.9237 0.9510 
LogLoss 0.2430 0.2351 0.2048 
Accuracy 0.7683 0.7912 0.8487 

an example, when compared with the best baseline (i.e., SRSRec� ) 
in Task 2, the performance improvement of CARD in terms of 
relative value is around 1.99% , 7.5%, and 6.42% on AUC, LogLoss, 
and Accuracy respectively. 

5.3 Ablation Study 
CARD learns an efective communication protocol for a better 
recommendation. To achieve this, CARD introduces a communica-
tion discernment strategy to atomically discern the communication 
types among agents, and a transmission strategy to fuse the classi-
fed incentives for recommendation. In this section, we conducted 
experiments to compare diferent implementations of the two in-
formative approaches used in CARD to give a deep understanding 
of the model. 

5.3.1 Efectiveness of Discernment Strategy. In CARD , we consider 
three diferent communication types over agents. To verify the 
efectiveness of such a design, we compare it with its two degraded 
versions: 

• CARD 1: we only defne one communication type among 
agents, by this, each agent in CARD 1 degrades to a Hawkes 
Process enhanced unit, which is quite similar to GRU4Rec� ; 

• CARD 2: CARD 2 considers two communication types, 
which are relevant and irrelevant respectively. Compared 
with CARD , CARD 2 considers a denoising problem of 
removing irrelevant communications but mixing stimulative 
and inhibitive ones for optimization. 

Table 3 shows the performance CARD and its two variants on two 
datasets. 

We can see that CARD 1 obtains the worst performance, it 
demonstrates the necessity of communication discernment for 
the repetition-aware recommendation. By removing the irrelevant 
types, both CARD 2 and CARD perform better than CARD 1. 
Furthermore, compared with CARD 2, CARD gives a more fne 
distinction between the stimulative and inhibitive incentives. By 
fusing them according to Eq. 4 separately, CARD is more able to 
capture their unique properties and obtain the best performance. 

5.3.2 Efectiveness of Transmission Strategy. Recall CARD utilizes 
an attention-based Reactive Point Process to direct the communica-
tion transmissions among agents according to Eq. 4. In this section, 
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Figure 4: Comparisons between CARD and its two variant models 
CARD ¬�� and CARD ¬�� in term of AUC on two tasks. 

we design various transmission strategies to analyze the efect of 
such design. Specifcally, we mask the stimulative factor in Eq 4, by 
this agents having stimulative incentives are ignored, and we name 
the new model as CARD ¬�� . Similarly, we mask the inhibitive part 
and name the model as CARD ¬�� . Figure 4 shows the performance 
between CARD and its two sub-models in terms of AUC on two 
datasets. 

An interesting observation is that performance CARD ¬�� is 
slight better than CARD ¬�� on two datasets. The reason might be 
that items with inhibitive type hold the majority in the interaction 
sequence. By capturing such infuential factors, CARD ¬�� per-
forms better than CARD ¬�� . Compared with its two sub-models, 
CARD obtains the best performance. It demonstrates that both 
stimulative and inhibitive communication can contribute to per-
formance in their own way. By considering the efects of diferent 
communication types separately, CARD can well model evolutions 
of agents for a correct repetition prediction. Take Meituan dataset 
as an example, when compared with the CARD ¬�� on Task 2 , the 
performance improvement of CARD in terms of absolute value is 
around 2.1% on Accuracy. 

5.4 Analysis on Sequence Length 
To further investigate the performance of diferent methods, we 
split the users into three groups(i.e. short, medium, and long) ac-
cording the sequence length. By this, we aim to check the infuence 
of sequence length on the recommendation performance. We con-
duct the comparisons on diferent groups on Task 2. Take Meituan 
dataset as an example, a user is classifed into the short group if the 
sequence length is less than 25, and long if it is larger than 50. The 
remaining users are taken as the medium. In this way, the propor-
tions of short, medium, and long are 19%, 55%, and 26% respectively. 
For simplicity, we compare our model with SASRec� , and report 
the performance on Meituan dataset, similar results are also found 
in Alibaba dataset. The results are shown in Figure 5. 

From the results, we can see that CARD consistently achieves sig-
nifcant performance gain against SASRec� . This further validates 
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Figure 5: Performance comparison of CARD and SASRec� on two 
datasets over diferent user groups. 

the efectiveness of CARD for a better repetition-aware recommen-
dation. In addition, we found when the sequence length grows, the 
performance of both CARD and SASRec� decreases. This is consis-
tent with the expectation as a long interaction sequence indicates 
more repeat candidates, which will complicate the recommendation 
process. However, we also found the performance gain between 
SARRec� and CARD increases as the sequence grows. It implies 
that CARD is more able to discern the item-level relevance accord-
ing to a learned communication protocol, thus obtaining a better 
result. 

5.5 Online A/B Testing 
CARD is designed for the repetition-aware recommendation, we 
also want to check whether it can bring beneft to other online mod-
els. To test the capacity of CARD , we select three famous online 
models deployed in Metituan search advertising system , which 
are DIN[53], DIEN[52], and BST[10] respectively. The integration 
process between CARD and selected online models is designed as 
follows: when CARD detects a repeat interaction, the action-value 
of each agent obtained is treated as the repetition-aware feature, 
which is further fed into the selected models for their correspond-
ing tasks. We conducted online A/B testing on the system from 
2022-09-20 to 2022-09-26 for online serving. CTR and eCPM are 
used for evaluation metrics. The experiment results are shown in 
Table 4. 

We can see that by integrating CARD with online models, the 
performance of all models improved in terms of CTR and eCPM. It 

Table 4: Performance of DIN, DIEN and BST when combining with 
CARD in an Online A/B Testing. 

Models Online metrics 
CTR Gain eCPM Gain 

CARD + DIN 
CARD + DIEN 
CARD + BST 

1.12% 
1.13% 
1.52% 

0.75% 
0.82% 
1.21% 

Table 5: The distributions of communication types over two 
datasets. 

Dataset Communication types 
stimulative inhibitive noisy 

Meituan 24.21% 32.78% 42.01% 
Alibaba 11.56% 27.30% 61.14% 

demonstrates that CARD is not only competent for a repetition-
aware recommendation, it can also provide efective features for 
various online tasks. 

5.6 Further Analysis 
In this section, we analyze the signifcance of diferent commu-
nication types for a correct recommendation over each dataset. 
Specifcally, for each interaction sequence that CARD recommends 
correctly in the testing set, we statistic the communication type 
of each item in the interaction sequence. Based on these types, we 
calculate their percentages. The percentage distributions on two 
datasets are shown in Table 5. 

An interesting observation is that most items are irrelevant, and 
the result is quite consistent on both Meituan and Alibaba datasets. 
It demonstrates the necessity of denoising in this specifc scenario. 
Furthermore, For the rest types, we found the distribution of the in-
hibitive type is larger than the stimulative one. This coincides with 
our previous fnds in Ablation Study, where inhibitive communica-
tion is more important in determining a correct repetition-aware 
recommendation due to its large count. Overall, CARD is able to 
discard the noisy communication, after that, an attention-based 
Reactive Point Process is further utilized to aggregate the discerned 
stimulative and inhibitive communication. According to such an 
appropriate design, CARD gives a high-quality communication 
protocol for efective collaborations over agents and obtains the 
best performance. 

6 CONCLUSION 
In this paper, we address an item-level relevance discerning prob-
lem in repetition-aware recommendation scenario. We formalize 
this task into a communication selection process in MARL, and 
a novel Communicative MARL-based Relevance Discerning Net-
work (CARD for short) is designed to learn an efective communi-
cation protocol for a recommendation. Based on the defned three 
diferent types of agents, CARD utilizes a Gumbel-enhanced clas-
sifer to discern these types, and an attention-based Reactive Point 
Process is further designed to transmit the well-discerned incen-
tives for a better recommendation. Experiments on both online 
and ofine datasets demonstrate the efectiveness of our proposed 
model. 

To the best of our knowledge, it is the frst time learning con-
strained communication in MARL to discern item-level relevance in 
a repetition-aware recommendation scenario. Currently, our focus 
lies in the utilization of item-level relevance in the MARL frame-
work. In future work, we will consider to fuse more context-aware 
information to analyze the relevance among heterogeneous entities 
for further improvement. 
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