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Abstract. Online social network applications such as Twitter, Weibo,
have played an important role in people’s life. There exists tremendous
information in the tweets. However, how to mine the tweets and get valu-
able information is a difficult problem. In this paper, we design the whole
process for extracting data from Weibo and develop an algorithm for the
foodborne disease events detection. The detected foodborne disease in-
formation are then utilized to assist the restaurant recommendation. The
experiment results show the effectiveness and efficiency of our method.
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1 Introduction

With the development of information technology, people spend more time surf-
ing on the internet. While people’s lives get convenient from the information ser-
vices, the continuously generated huge volume of data make it difficult to easily
get the useful information fulfilling people’s requirements. Recommender system
was designed aiming to overcome the information overload problem[1]. Except
for the traditional recommender systems, the personalized recommendation has
been developed and applied in various fields to meet the users’ interest[2]. Lots
of approaches have been proposed to the recommendation research, in which
content based approach, collaborative filtering and hybrid models are most used
methods[3][4][5]. Various recommender systems have been deployed in tremen-
dous applications. However, most of the systems only consider one particular
data source. They seldom care about the information from other data sources
like the social network.

Twitter, Facebook and other social network applications have been frequent-
ly used in recent years. People tend to express their opinions, feeling or just
tell friends what they are doing on the social network. Twitter is a popular
micro-blogging service which attracts much attention. People may post tweet-
s at any place and during any time. In general, the length of one tweet has
a limit of 140 characters. There may be only little information in a particular
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tweet, but the accumulated content can generate a vast amount of information
and include important knowledge. The context of the tweet also provides lots
of information[6]. Twitter has helped to provide valuable message for various
applications. Tumasjan et al. tracked the public political opinions on Twitter
and predict the election result[7]. The stock could also be predicted[8]. Sakaki et
al. investigated the real-time interaction of earthquakes in Twitter and proposed
a method to monitor the tweets and to detect the earthquakes. They can detect
the earthquakes with high probability and faster than the government[7].

Tweets can also be used in the area of public health. Users often post the
messages like ”I got a flu, getting a running nose” or ”got a stomachache after
eating pizza”. Millions of such messages may give a direction for the influenza
tracking or other public health problems. Aramaki et al. propose a machine
learning method to detect the influenza epidemics from twitter data[9]. Tweets
can be used to track the influenza and forecast future influenza rates with high
accuracy[10][11]. Twitter data have been used on surveillance of other public
health related problems like Dengue and foodborne disease[12].

In this paper, we will consider the relevance of foodborne disease and the
restaurants with contaminated food. First, we will crawl the foodborne disease
related tweets from Weibo, which is a Chinese social network application similar
to Twitter. Then the tweets are classified to filter the part which are the actual
foodborne disease related ones. The key-phrases are extracted and a SVM classi-
fier is designed to detect the foodborne disease events. Meanwhile, the locations
are also determined and the restaurants with contaminated food are identified.
Finally the foodborne disease factor is used in the restaurant recommendation.

2 Related Work

Foodborne disease (or foodborne illness) refers to any disease resulting from the
consumption of contaminated food. Foodborne Disease Outbreak (FBDO) is
defined as the two or more cases of a similar illness resulting from the ingestion
of a common food. According to CDC 2011 Estimates, each year roughly 1
in 6 Americans (or 48 million people) gets sick, 128,000 are hospitalized, and
3,000 die of foodborne diseases[13]. In the past years, the tracking and detection
of foodborne disease were mainly carried on by surveillance systems. But the
traditional surveillance systems have the limit of time lag in the detection of
FBDO. Recently, the social media data have been introduced to the surveillance
of foodborne disease[14][15][16].

The users for Twitter or Weibo get more and more and the functions of these
social network applications get complex. People tend to express their feelings and
describe what they are doing on the social network applications. The event de-
tection from the short text data such as tweets has been of significant value. The
influenza and foodborne disease could also be detected by the Twitter or Weibo
data. The response time is proved to be faster than the traditional surveillance
systems.
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As the foodborne diseases are mostly caused by contaminate food, the twitter
data can also help with the identification of restaurants related with foodborne
diseases. Sadilek et al. combine the Twitter data with foodborne disease and
restaurants[17]. They collect the tweets posted in mobile devices and get the
geo-location of the tweets, and then find the tweets which are near to some
restaurants. After that, they design a human guided machine learning method
to classify the foodborne disease events. Finally, the detected tweets are associ-
ated with the restaurants. Their application is deployed in Las Vegas[18]. Their
method performs well comparing with the health department. However, they
only collect the mobile data with specified geo-locations. For the data which do
not contain specific geo-locations, their method does not work. In this paper, we
will design a method to solve this problem.

The paper is organized as follows. Section 1 introduces the background and
section 2 shows some related works. In section 3, the process for the foodborne
disease event detection will be illustrated step by step. Section 4 will show the
experiment results and we will conclude in section 5.

3 The Method

3.1 Data Filtering

To get the relevance of foodborne diseases and the restaurants with contaminated
food, we should first get the tweets with the information of foodborne diseases.
There is a government surveillance system for the foodborne diseases which
collects foodborne disease cases in 13 provinces in China from 2013. Each case is
reported by the doctors from the sentinel hospital. We analyze the symptoms of
these cases and get a list of keywords for them. The frequency of appearance for
each keyword is calculated and the keywords with high frequency are selected.

With the help of Weibo API, we then crawl the tweets in Weibo which
contain the keywords of the symptoms for the foodborne diseases. While the
tweets contain huge amount of information, there are also lots of noisy data. The
extracted tweets may be from the public accounts which offer health advices. To
reduce the effect of the useless tweets, we build a support vector machine (SVM)
classifier to filter the tweets, which is based on some properties of the tweets and
the users. After the Weibo data are filtered, we should identify the foodborne
disease event.

3.2 Foodborne Disease Event Detection

As the contents of tweets are texts, we should first convert the natural language
into mathematical format in order to process the tweets using machine learning
methods. Constructing the vector representation for the words is a good way
to capture the syntactic and semantic word relationships. The toolkit word2vec
is an open source software developed by Google, which is used to convert the
words into vectors. It is efficient while billions of words could be trained in a
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day, which makes it possible for us to train our data from Weibo. We construct
the vector representations for the words in tweets using word2vec. Then the
sematic similarities between the tweets could be calculated by the similarities in
the vector space[19][20].

There are huge amount of data continuously generated in Weibo and the
topics change fast. Except for the tweet containing the keywords for foodborne
diseases, the tweets in its context may contain other important information for
the foodborne diseases, such as the location where the foodborne diseases are
caused. Assuming the tweets for a user is a tweet list S = {T1, T2, ..., Tk, ..., Tn},
where Tk is the tweet which contains the keywords for the foodborne disease
symptoms and Ti is posted earlier than Tj if i < j.

We design an algorithm to dynamically choose more relevant tweets in the
context to get a larger candidate corpus. We carry on a tokenization for the
tweets and construct the vector representation for each tweet. For two tweets Ti

and Tj , the vectors for them are vi and vj respectively. We define the semantic
similarity between two tweets as the cosine similarity of their word vectors. The
equation is illustrated in formulas (1).

Sim(Ti, Tj) = cos(vi, vj) (1)

The similarity between two tweets gets higher while the value of cosine is
larger. We compute a dynamic window in the context for a particular tweet Tk

which contains the keywords for the foodborne disease symptoms. The algorithm
is shown as Algorithm 1.

For a tweet Ti, we compute the similarity between Tk and Ti. If the similarity
is greater than the threshold U , the tweet Ti will be added into the candidate
tweet set C. We find the similar tweets with Tk before and after it. Our method
takes account of the semantic similarity between the tweets and makes sure that
the tweets in the candidate set are relevant to the foodborne disease. At the
same time, less noisy data are introduced.

After the candidate tweet set is built, we try to extract the key-phrases for
the tweets. The easiest method is based on TF/IDF. But it only considers the
statistical properties of the phrases. The relationships between the phrases are
not considered and the phrases with low frequency will be ignored. In this paper,
we use TextRank, which is a graph based key-phrase extraction algorithm[21].
It divides the text into several segments and builds the graph model for them.
The voting schema is used to rank the phrases of the text and the key-phrases
are extracted according to the rank.

we manually label some tweets which are indeed related with foodborne dis-
ease. And then we use the extracted key-phrases for the tweets together with the
keywords for the symptoms of the foodborne disease to train a SVM classifier
to detect the foodborne disease event.

3.3 Restaurant Recommendation

When the foodborne disease events are detected, we want to associate the results
with the restaurant recommendations.To find the restaurants which are related
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Algorithm 1 Dynamic context window calculation

Input: A tweet list for a user S = {T1, T2, ..., Tk, ..., Tn}; The tweet Tk which contains
the keywords for the foodborne disease symptoms; The threshold U for the similarity
between tweets; The decreasing rate for the similarity measure η; The upper bound
P for the dynamic window and the lower bound Q for the dynamic window.

Output: The candidate tweet set C
Initialize T = Tk,C = ∅
Push Tk into C
for i=1 to P do

if Sim(T, Tk−i) > U then
Push Tk−i into C
Update T = T + Tk−i,Update U = U ∗ η

else
break;

end if
end for
Update T = Tk

for j=1 to Q do
if Sim(T, Tk+j) > U then

Push Tk+j into C
Update T = T + Tk+j ,Update U = U ∗ η

else
break;

end if
end for
return C

with the foodborne diseases, the geo-location for the foodborne disease event
should be determined. There may be location description in the registration
information for the Weibo users. But this location is the zone where the user
lives, not exactly the location of the foodborne disease event occurs. There are
also GPS data for some mobile users, but the data are also sparse. On the other
hand, we observe that lots of the tweets related with foodborne disease contain
the information of the restaurant or the name of the food. And some users also
refer to the location when they post a tweet. We utilize this information with
the aid of other data to find the restaurants related to the foodborne disease.

We define the restaurant and food information in the tweet as information
A. If the tweet contains the restaurant, we will get the location of the restaurant
from the website of dianping(https://www.dianping.com/), which has the infor-
mation for the restaurants and their detailed locations. If the tweet contains the
name of the food, we could find all the restaurants with this food and their loca-
tion from Baidu API. The tweets may also contain the geo-location when they
are posted. We define this kind of information as information B. We will use the
administrative location data on tcmap(http://www.tcmap.com.cn) to get the
detailed location for information B. The location in the registration information
of the Weibo users are defined as information C. Note that information A and
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B may be missed, but information C is usually available. We then design an
algorithm which utilizes the information A, B and C to get the location L of
the foodborne disease events. The location L is determined as in formulas (2).

L = {Ai|minDist(Ai, Bj), Ai ∈ A,Bj ∈ B}, A ̸= ∅, B ̸= ∅
L = {Ai|Ai ∈ C,Ai ∈ A}, A ̸= ∅, C ̸= ∅, B = ∅
L = {Bj |Bj ∈ C,Bj ∈ B}, B ̸= ∅, C ̸= ∅, A = ∅

(2)

When A and B are both available, we compute the nearest two points Ai ∈ A
and Bj ∈ B and Ai is the desired location. When A and C are available and B
is empty, the locations in A which are also in C are the desired locations. When
B and C are available and A is empty, the locations in B which are also in C
are the desired locations.

After the locations for the foodborne disease events are determined, we find
all the restaurants which are related with the foodborne disease events. We give
a score for each restaurant and the score is lower for a restaurant related with the
foodborne diseases. Then we insert the foodborne disease related information as
a factor in the restaurant recommendation algorithm.

4 Experiments

In the experiments, we extract the tweets from 933,313 users in Beijing, China
which contain the 31 keywords for the symptoms of foodborne diseases. The
tweets are posted between August 2014 and October 2014. We construct the
word vectors for the tweets using word2vec, and then use Algorithm 1 to get the
candidate tweet set. There are totally about 80 million tweets in the set.

We use the ten features(#followings, #followers, length of personal descrip-
tion, #all tweets, #average retweeting, #average recommendation, #average
comments, average length of the tweets, time of posting, # average links in
tweets) to construct a SVM classifier to filter the tweets. After data filtering, we
get about 31% of the tweets in the candidate tweet set.

Except for Algorithm 1, there is also a method which selects a fixed number of
tweets before and after the tweet Tk which is foodborne disease related. We select
the 200 tweets before and after Tk into the candidate tweet set and compare it
with our proposed Algortithm 1.

Table 1. Comparison of fixed context window calculation and Algorithm 1

method accurate rate

fixed context window calculation 27.4%

Dynamic context window calculation 39.2%

From Table 1 we can see that our proposed algorithm can get the candidate
tweet set semantically and get higher accurate rate for the foodborne disease
event detection.
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We make statistics to the information A, B, C mentioned in section 3.3.
There are 13% of all the tweets which contain both A and B, 19% containing A
and C but not B, and 16% containing B and C but not A. For the case where
A, B and C are all available, we calculate the accurate rate for the location
determination. The result is shown in Table 2.

Table 2. The accurate rate for location determination

total number correct number accurate rate

500 332 66.4%

1000 647 64.7%

1500 1009 67.3%

2000 1280 64.0%

From all the above experiment results, we see that the accurate rate for
location determination and event detection are not high. That is partly caused
by the characteristics of the tweets.

5 Conclusion

In this paper, we show how to use the social media data to extract valuable infor-
mation about foodborne diseases. Algorithms are designed to get the foodborne
disease related tweets and detect the foodborne disease events. The experiments
show that our methods are effective. However, the accurate rate for the event
detection is not high due to the sparsity and continuously changed topics of
Weibo. In the future work, we will try to improve the detection algorithm and
use the algorithm to assist the restaurant recommendation.
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