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Abstract. Target-oriented Opinion Word Extraction (TOWE) is a sub-
task of Aspect Based Sentiment Analysis (ABSA), which aims to extract
fine-grained opinion terms for a given aspect term from a sentence. In
TOWE task, syntactic dependency tree is useful as it provides explana-
tion to identify opinion terms to the given aspect term. It is necessary to
mine relationships between aspect and opinion terms for a better perfor-
mance. Previous works introduced syntactic dependency tree into TOWE
task but lacked of explicit explanation. In this paper, we propose a novel
model named MM-TOWE, which leverages Monte-Carlo tree search
to enhance Markov decision process (MDP) model for Target-oriented
Opinion Word Extraction task. We formulate TOWE task as an MDP
of reasoning over the syntactic dependency tree. By learning the depen-
dency relationships between aspect terms and opinion terms, our model
can reason a path for an explicit explanation. Extensive experimental
results illustrate that our proposed model outperforms the state-of-the-
art methods.

Keywords: Target-oriented opinion word extraction · Reinforcement
learning · Syntactic dependency tree

1 Introduction

Target-oriented Opinion Word Extraction (TOWE) is a subtask of Aspect Based
Sentiment Analysis (ABSA). The main goal of TOWE is to extract the corre-
sponding opinion terms from a sentence for a given aspect term (also called
target). For an example sentence “The sashimi is always fresh and the rolls are
innovative and delicious.”, if the given aspect term is “rolls”, the goal is to
extract “innovative” and “delicious”. Therefore, TOWE can be used in many
applications such as sentiment analysis [7] and review summarizing [4,23].

Recently, some deep learning methods [2,21] formulate TOWE task as a
sequence labeling problem. Although they have good performance, they mainly
learn the relationships between aspect terms and opinion terms in sequential
structure. Pouran Ben Veyseh et al. [14] show that syntactic structure is useful
in TOWE task, and learn the relationships implicitly. In fact, a dependency
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path can provide an explicit explanation to identify opinion terms to the given

aspect term. As shown in Fig. 1, we can find a dependency path “rolls
nusbj−1

−−−−−→

innovative
conj−1

−−−−→ delicious” to explain the relationship between aspect term
and opinion terms of the example.

Fig. 1. The syntactic dependency tree of the example sentence - “The sashimi is always
fresh and the rolls are innovative and delicious”.

These years, reinforcement learning (RL) has been used widely in reasoning over
large knowledge graph [17,22] for learning the relationships between two nodes.
Therefore, RL seems to be a promising approach due to its great reasoning abil-
ity. However, many RL methods suffer from the challenges of large state space
and sparse reward. AlphaGo Zero [19] uses Monte-Carlo Tree Search (MCTS)
to enhance RL model for solving these two challenges during playing the game
of Go. Inspired by these, we formulate TOWE task as a Markov decision pro-
cess (MDP) of reasoning over the syntactic dependency tree. By learning the
dependency relationships between aspect terms and opinion terms, our model
can reason a path for an explicit explanation. Meanwhile, we also leverage MCTS
to enhance our model.

In this paper, we propose a novel model named MM-TOWE to address
TOWE task. We treat the syntactic dependency tree of a sentence as a graph
and formulate TOWE task as an MDP. The agent starts moving from the first
word of the given aspect term and reasons over this graph for opinion extraction.
The reasoning path should be short and cover all opinion terms. To this end,
we design a reward function to consider both of them in order to better guide
the agent for reasoning path. We also leverage MCTS to enhance the model
for solving the challenges of large state space and sparse reward. To evaluate
the proposed model, we conduct extensive experiments on three datasets by
comparing it with several competitive baselines. Experimental results show that
our model can significantly outperform all the baselines in the TOWE task.

In summary, the contributions of our work are as follows:

– We formulate the TOWE task into an MDP of reasoning over syntactic depen-
dency tree with MCTS for enhancing it.

– We design a reward function to consider both accuracy and efficiency.
– Experimental results on three real-world datasets show that our model can

consistently outperform state-of-the-art baselines under different evaluation
metrics and can find the dependency relationships between aspect terms and
opinion terms.
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2 Related Work

2.1 Target-Oriented Opinion Words Extraction

Target-oriented Opinion Words Extraction (TOWE) is a subtask of Aspect
Based Sentiment Analysis (ABSA). The main goal of TOWE is to extract the
opinion terms for a given aspect term from a sentence.

Early works which are related to TOWE mainly focus on doing sentiment
analysis and review summarizing. There are rule-based methods which use dis-
tance rules [4] or mine high frequency rules on dependency tree [23] to extract
opinion words for a given aspect word. However, these simple and effective rule-
based methods can only deal with high frequency and common cases. As deep
learning becomes more popular, TOWE task is formulated as a sequence labeling
problem [2]. Wu et al. [21] transfer opinion knowledge from resource-rich senti-
ment classification task into TOWE task via an auxiliary learning signal. And
Pouran Ben Veyseh et al. [14] use Graph Convolutional Networks (GCN) [6] to
learn distance information from syntactic dependency tree for TOWE task.

2.2 Reinforcement Learning

Reinforcement learning (RL) is a field of machine learning and has been paid
more attention by researchers. Meanwhile, reasoning over the knowledge graph
with RL method also has been used widely in many areas such as recommen-
dation [22], question and answer [1], and conversation system [9]. RL has great
reasoning ability and can learn the relation rules from the start node to the
target node. However, lots of works suffer from the problem of sparse reward
or large state space when using RL method. Inspired by Alpha Go [18], some
works [3,17] utilize Monte-Carlo Tree Search (MCTS) to enhance their models
and solve these problems.

3 Methodology

In this section, we introduce our proposed MM-TOWE model. Let’s denote the
parameters of the model as θ.

3.1 Graph Definition

We formulate TOWE task as an MDP of walking on the syntactic dependency
tree. As we show in Fig. 1, the syntactic dependency tree is a directed graph
because the dependency relation edge has direction. Due to this, we add an
inverse edge for each dependency relation edge, and then the agent can walk
from a given word to any word in the sentence.

Specifically, for a given sentence W = {w1, w2, · · · , wn} where wi repre-
sents the i-th word in the sentence and n is the number of words of the sen-
tence. We use Stanza [15] to generate the syntactic dependency tree for sentence
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W and convert the tree into a dependency tree graph G. Let’s denote graph
G = {(wi, eij , wj)|wi, wj ∈ W, eij ∈ E}, where wi and wj are two words in the
given sentence W while E is an edge set of dependency relations. The words wi

and wj are connected by a dependency relation edge eij according to the syn-
tactic dependency tree of the sentence W. Meanwhile if (wi, eij , wj) ∈ G and the
dependency relation between word wi and wj is eij = dep, there is an inverse
edge eji = dep−1 and (wj , eji, wi) ∈ G (Fig. 2).

Fig. 2. The goal is to reason an explainable path from aspect term to opinion terms
and predict correct label for every word to distinguish if it is an opinion word. The
right part of the figure shows that the agent has chosen an action when t = 0 and
move to word wφ(1). After that, the agent will perform the next action by moving to a
neighbor word through an edge and predicting the opinion label for the neighbor word.

3.2 An MDP Formulation of TOWE

We formulate the TOWE task as an MDP and let the agent reason over the
dependency tree graph. The goal of TOWE task is to extract correct opinion
terms from a sentence for a given aspect term. In the real cases, an aspect or
opinion term may contain several words, while there may be more than one
opinion term corresponding to one aspect term. Thus, the agent will learn rela-
tionships between these words on the graph, reason an explainable path to cover
all opinion words and label them correctly. The model should know the posi-
tion of the given aspect term in the sentence during reasoning. To this end,
let’s denote the information via an aspect label sequence La = {la1 , la2 , · · · , lan}
by using BIO schema [16] (L={B:beginning, I:inside, O:other}) to label every
word wi with an aspect label lai and point out the positions of the aspect words
in the sentence. An opinion label sequence Lo which also contains opinion label
loi of every word is obtained in a similar way as the ground-truth.

With the information of the given sentence W, its graph G and given aspect
label sequence La, the agent starts moving from the first word of aspect term.
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For each time step, the agent chooses a neighbor word and move to it through an
edge, then predicts its opinion label. When the agent chooses STOP action or
the maximum time steps Tmax has been reached, the agent stops moving over the
graph and we can get the extraction result from the path with the opinion labels
predicted by the agent. The states, actions, transition function, value function,
and policy function of the MDP are defined as:

State S: Let st ∈ S denote the state at time step t, where S is the state space.
For each time step, the agent makes a decision based on all the information it can
know, including the sentence W, the graph G, the given aspect label sequence La

and history path Pt. Therefore, we design the state as a tuple st = (W,G,La,Pt),
where Pt = {(ei, wφ(i), l̂

o
φ(i))|i ∈ [0, t]} records all action information in the

past (chosen edge ei, chosen neighbor word wφ(i), the predicted opinion label
l̂oφ(i) of wφ(i)) for each time step i. At time step t, the agent has reached word
wφ(t), where the φ(t) is the index of word wφ(t) in the sentence W. The agent
starts from the first word of aspect term, thus the aspect label of wφ(0) according
to La must be B. And s0 = (W,G,La,P0) where P0 = {(∅, wφ(0), ∅)}, because
the agent hasn’t taken any action. When the agent stops at time step T , we get
the terminal state sT with the whole path PT .

Action A: At each time step t, At = {(e, w, l̂o)|e ∈ E , w /∈ {wφ(0), wφ(1), · · · ,

wφ(t)}, l̂o ∈ L, (wφ(t), e, w) ∈ G}∪{STOP} is a set of possible actions according
to st, while the whole action space is A = ∪At. The agent isn’t allowed to go
back to the word which already in the history path. If the agent performs action
at = (et+1, wφ(t+1), l̂

o
φ(t+1)) ∈ At, it will move through an edge et+1 from current

word wφ(t) to its neighbor word wφ(t+1), and predict the opinion label l̂oφ(t+1) for
wφ(t+1). When the agent thinks all opinion words are in the path, it will choose
the STOP action to stop reasoning.

Reward R: We employ the delayed reward strategy and design a reward func-
tion to consider both accuracy and efficiency to evaluate the whole path. Thus,
the reward Rt is 0 during the reasoning process and there is a nonzero terminal
reward RT to evaluate the whole path when the agent stops at time step T . A
high-quality path PT should cover all opinion words with all correct predicted
labels (i.e. accuracy) based on a few actions (i.e. efficiency). To this end, we
define the reward function as follows:

Racc =
n̂o

no
· nc

T , (1)

Reff = − T
Tmax

, (2)

RT = Racc + Reff , (3)

where no is the number of opinion words according to the ground-truth Lo, n̂o is
the number of hit opinion words in path PT , nc is the count of correct predicted
labels in PT . Please note that T = 0 means the agent refuses to explore on the
graph, therefore we define RT = −1 for this special case.
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Transition function T : The transition function T : S ×A → S is defined that:
st+1 = T (st, at) = (W,G,La,Pt ∪ {(et+1, wφ(t+1), l̂

o
φ(t+1))}), where means state

records the information of action at = (et+1, wφ(t+1), l̂
o
φ(t+1)).

Value Function Vθ: The value function Vθ : S → R is a scalar evaluation.
It learns to estimate the terminal reward RT for evaluating the quality of the
whole path (an episode) based on the input state st. The same word in different
sentences may represent different meanings. Thus, we input the sentence into a
Bi-directional Gated Recurrent Unit (BiGRU) for encoding:

wi = BiGRU(wi−1,w
pre
i ; θcontext), (4)

where wpre
i is the pretrained word embedding of word wi, and wi is the new word

embedding of word wi which contains the context information, θcontext denotes
all the related parameters of the BiGRU network. We leverage a Multi-Layer
Perceptrons (MLPs) to compress the information of every time step i in history
path Pt = {(ei, wφ(i), l̂

o
φ(i))|i ∈ [0, t]} and the aspect label laφ(i) of word wφ(i).

Then, put them into a BiGRU to calculate the current state representation st

and the value Vθ(st) is calculated by st.

xt = MLP(et ⊕ wφ(t) ⊕ loφ(t) ⊕ laφ(t); θstep), (5)

st = BiGRU(st−1,xt; θpath), (6)
Vθ(st) = MLP(st; θv), (7)

where et is the embedding of edge, wφ(t) is the new embedding of word wφ(t),
loφ(t) is the embedding of predicted opinion label of wφ(t), l

a
φ(t) is the embedding

of aspect label of wφ(t), ⊕ denotes the concatenation operator, θpath denotes all
the related parameters of the BiGRU network, and θstep and θv are parameters
of two MLPs.

Policy πθ: The policy πθ calculates the probability distribution of all actions
a ∈ At based on the state st. To this end, we calculate the representation xa for
every action. As we mentioned above the agent will select STOP action when it
thinks the history path Pt covers all opinion words based on the state st. Thus,
we leverage st to calculate xa of the STOP action:

xa = MLP(st; θstop), (8)

where θstop represents the parameters of MLP. The representation xa of action
a = (e, w, l̂o) with the new word embedding can be written as:

xa = MLP(e ⊕ w ⊕ lo ⊕ la; θstep), (9)

where e,w, lo are the corresponding embeddings of the each element e, w, l̂o

of action a, la is the embedding of aspect label of word w and we also share
the same parameters θstep which is used in it formula (5). The probability of an
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action should consider both the state representation st and action representation
xa, for any action a ∈ At, we calculate its probability by a softmax function:

πθ(a|st) =
exp{MLP(st ⊕ xa; θπ)}

∑
a′∈At

exp{MLP(st ⊕ xa′ ; θπ)} , (10)

where θπ denotes as the parameters in the MLP.

3.3 Enhancing Policy by MCTS

Due to the sparse reward and large space, it is hard to sample good path at the
beginning of training. Following AlpahGo Zero [19], we leverage MCTS to make
a heuristic search in the whole space by using our value function Vθ and policy
πθ to get a better policy πe. There are four steps in MCTS:

Selection: Starting from the root node sR each time, MCTS recursively selects
the child nodes by using the following function until reaches a leaf node:

at = argmaxa(Q(st, a) + cpuctP (a|st)

√∑
a′∈At

N(st, a′)

1 + N(st, a)
), (11)

where Q(st, a) is an action value, cpuct is a hyper parameter to control the level
of exploration of MCTS, P (a|st) is a prior probability, and N(st, a) is the visit
count of the node. MCTS prefers choosing the node with small N(st, a) at first.
After simulating several times, it prefers choosing the node with higher Q(st, a).

Evaluation: When reaching a leaf node st, we will estimate the value of this
node. If st is a terminal node (i.e., the agent stops reasoning), we use the terminal
reward RT calculated by formula (1)-(3), else we use our value function Vθ(st)
for estimating.

Expansion: If st is not a terminal leaf node, we will expand the tree by adding
all child nodes (corresponding to every action a ∈ At) for node st. Initializing the
elements of each new child node as P (a|st) = πθ(a|st), Q(st, a) = 0, N(st, a) = 0.

Backup: We recursively backup the elements Q(s, a), N(s, a) of all nodes from
the leaf node st to the root node sR according to the path Pt ∈ st by:

Q(s, a) ← V (s) + Q(s, a) × N(s, a)
N(s, a) + 1

, (12)

N(s, a) ← N(s, a) + 1. (13)

After reaching the maximum simulation time, we randomly choose the action
according to the probabilities evaluated by searching policy πe. A softmax func-
tion with temperature τ is used to get the probability of every action in policy
πe by using the visit count N(s, a).

πe(at|st) =
exp{N(st, at)1/τ}

∑
a′∈At

exp{N(st, a′)1/τ} . (14)
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3.4 Training and Test

We use a mean square error for value function Vθ to mimic the terminal reward
RT and a cross entropy loss for policy πθ to mimic the searching policy πe. The
loss function Lθ can be written as:

Lθ = (RT − Vθ(st))2 − πe(st)�logπθ(st) + ρ ‖θ‖2 , (15)

where ρ is a parameter controlling the level of l2 weight regularization.
After training, we also use MCTS to search a policy π by using Vθ and πθ

for testing and there are several differences. We use our value function Vθ(st)
for estimating the value of leaf node st all the time because we don’t know the
ground-truth to calculate terminal reward RT during test time. And we select
action at = argmaxa∈At

π(a|st) for each step.
When reaching a terminal state sT , we generate a predicted opinion label

sequence L̂o = {l̂o1, l̂
o
2, · · · , l̂on} based on PT = {(ei, wφ(i), l̂

o
φ(i)), i ∈ [0, T ]}. For

the words in sentence W which not exists in the path PT , we assign the label O
to these words. Then we use L̂o to extract opinion terms from sentence W.

4 Experiment

4.1 Datasets and Metrics

We use three widely used datasets generated by Fan et al. [2] to evaluate our
model. The 14lap is derived from the SemEval challenge 2014 Task4 [11], 15res
is from SemEval challenge 2015 Task12 [13] and 16res is from SemEval challenge
2016 Task5 [12]. The suffixes “res” and “lap” mean that the reviews are from
restaurant domain and laptop domain, respectively. We randomly sample 20%
of the training data for validation.

We use the metrics precision, recall, and F1 score to measure the perfor-
mance of baselines and our model. An opinion term is considered to be a correct
prediction when the position (i.e., the beginning and the ending offset) of the
term as well as the labels of the term are both predicted correctly.

4.2 Settings

We initialize word embedding vectors (i.e. wpre
i in formula (4)) with 300 dimen-

sion Glove [10] vectors which are pretrained on 840 billion words and fix them
during training. The dimension of edge embedding vectors is 50 and the dimen-
sion of label embedding vectors is 10. We randomly initialize the edge and label
embedding vectors. The dimension of hidden states in context encoding BiGRU
is set as 150 and the dimension of hidden states in BiGRU which calculates state
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representation is set as 50. We use Adam [5] as the optimizer and set learning
rate 5e−4. The l2 weight regularization ρ is 1e−5, hyper parameter cpuct in MCTS
is 5.

4.3 Baselines

We compare our model with the following baselines:

Distance-rule [4]: it uses POS tags and distances by choosing the nearest adjec-
tive to the aspect term as the opinion term.

Dependency-rule [23]: it learns the dependency paths with POS tags from
aspect word to opinion word, then uses the high frequency dependency templates
to extract from the test data.

LSTM/BiLSTM [8]: this approach employs word embeddings to represent
words, put them into a LSTM or BiLSTM, and makes a 3-class classification for
every hidden state. It’s a sentence-level opinion words extraction.

Pipeline [2]: it combines BiLSTM and distance rule. After getting the result of
BiLSTM, choose the nearest opinion term to the aspect term as the final result.

TC-BiLSTM: this method follows the design of the work for target-oriented
sentiment classification [20]. It uses the average embedding of the aspect term as
the aspect vector, and concatenates it to every word embedding of the sentence.
Then put them into BiLSTM to do sequence labeling.

IOG [2]: the authors use six different positional and directional LSTMs to
extract opinion terms of the aspect term.

LOTN [21]: it transfers sentiment classification task into TOWE task to gather
more opinion knowledge via an auxiliary learning signal.

ONG [14]: this method introduces distance information of syntactic structure
into extraction. It employs BERT to get word embeddings in the paper. We
reproduce the model by using Glove as word embeddings and stanza to generate
syntactic dependency tree for a fair comparison.

4.4 Results

Table 1 shows the performance of our model and baselines. We can observe that
our model performs best among all baselines on three datasets.
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Table 1. Main experiment results(%). Best results are in bold (for P, R, and F1 score,
the larger is the better).

Model 14lap 15res 16res

P R F1 P R F1 P R F1

Distance-rule 50.13 33.86 40.42 54.12 39.96 45.97 61.90 44.57 51.83

Dependency-rule 45.09 31.57 37.14 65.49 48.88 55.98 76.03 56.19 64.62

LSTM 55.71 57.53 56.52 57.27 60.69 58.93 62.46 68.72 65.33

BiLSTM 64.52 61.45 62.71 60.46 63.65 62.00 68.68 70.51 69.57

Pipeline 72.58 56.97 63.83 74.75 60.65 66.97 81.46 67.81 74.01

TC-BiLSTM 62.45 60.14 61.21 66.06 60.16 62.94 73.46 72.88 73.10

IOG 73.24 69.63 71.35 76.06 70.71 73.25 82.25 78.51 81.69

LOTN 77.08 67.62 72.02 76.61 70.29 73.29 86.57 80.89 83.62

ONG(Glove) 78.55 68.17 72.75 79.30 73.02 76.03 88.09 81.71 84.78

MM-TOWE(Our) 81.24 69.49 74.90 81.00 75.25 78.02 89.02 83.43 86.14

The unsupervised rule-based methods perform poorly on all datasets.
Although the Dependency-rule is better than Distance-rule, it is still limited
by its quality of the rules and worse than the deep-learning methods. LSTM and
BiLSTM perform not well in the task because they will extract the same opinion
terms for different aspect terms in the sentence. They can’t extract for a special
aspect term. The Pipeline combines BiLSTM and distance rule. It extracts the
nearest opinion term of the aspect term and obtains a high performance as com-
pared with LSTM/BiLSTM. TC-LSTM performs worse than Pipeline because it
ignores the position of the aspect term. IOG is better than other baselines, but
it suffers from the high model complexity and no supplementary information.
LOTN transfers opinion knowledge from sentiment classification into TOWE
and get better results, but it needs external information. ONG leverages the
distance information of the dependency tree and it performs better than other
baselines. However, ONG ignores the dependency relations in the syntactic struc-
ture, which results in a sub-optimal performance. Our MM-TOWE model gets
great improvement and better than all baselines. The results verify the effective-
ness of leveraging RL method to reason over the syntactic dependency tree and
learn the dependency relationships.

4.5 Ablation Study

In order to learn the effects of different parts of our model. We compare MM-
TOWE with the following variations: (i) no context information: we remove
the BiGRU used in formula (4) from our model. We only use the pretrained word
embeddings and not to aggregate the context information. (ii) test without
MCTS: we use MCTS during training but don’t use MCTS during test. We
only use our policy πθ and choose action with the maximal probability at each
time when testing.
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Table 2. Experiment results(%) of ablation study.

Model 14lap 15res 16res

P R F1 P R F1 P R F1

No context information 74.85 65.61 69.92 76.00 69.37 72.53 83.74 78.48 81.02

Test without MCTS 80.17 69.35 74.37 80.57 74.85 77.60 88.37 82.48 85.32

MM-TOWE(Our) 81.24 69.49 74.90 81.00 75.25 78.02 89.02 83.43 86.14

From Table 2, we can know that context information and testing with MCTS
are all significant for opinion extraction. The performance will drop apparently
when we remove any part of the model.

4.6 Case Study and Path Analysis

Table 3 shows the results of our method MM-TOWE and the best performing
baseline ONG on some cases and we analyze the strengths and weaknesses of
them. The first case shows that ONG only extracts the opinion word “easy”
while neglect the opinion word “intuitive”. However, in the second cases, ONG
predicts a wrong opinion word “fast” which is not the opinion term of the aspect
“graphics”. In the third case, ONG extracts “not” and “enjoy” but the boundary
of the opinion term is wrong. In contrast, our model correctly extracts all opinion
terms for the three cases. In Table 4, we show the reasoning paths generated by
our model for every sentence in Table 3.

Table 3. Cases of the extracted results of our method and the best performing baseline
method (ONG). The aspect terms are red and the corresponding opinion words are
blue.

SENTENCE ONG MM-TOWE

Everything is so easy and intuitive to
setup or configure.

easy easy, intuitive

It is super fast and has outstanding
graphics.

fast & outstanding outstanding

Did not enjoy the new Windows 8 and
touchscreen functions.

not & enjoy not enjoy

Table 4. The reasoning paths generated by our model for each sentence in Table 3.
The relation types of chosen edge are shown above the arrows and the opinion labels
predicted by the agent are shown in the parentheses behind the word.

configure
conj−1
−−−−−→ setup(O)

ccomp−1
−−−−−−−→ easy(B)

conj−1
−−−−−→ intuitive(B) −−−−→ STOP

graphics
amod−−−−→ outstanding(B) −−−−→ STOP

Windows
obj−1
−−−−→ enjoy(I)

advmod−−−−−−→ not(B) −−−−→ STOP
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5 Conclusion and Future Work

In this paper, we propose a novel deep reinforcement learning model for the
TOWE task. To the end, we formulate the extraction task into a Markov Deci-
sion Process (MDP) of reasoning over the syntactic dependency tree. The model
learns the relationships between aspect terms and opinion terms, and reasons
a path to explain the result of the extraction. To better guide the reasoning
process, we design a reward function to consider both accuracy and efficiency.
Experimental results on three widely used datasets show that our model consis-
tently outperforms all baselines. As transformer and BERT become more pop-
ular, future studies could fruitfully explore TOWE task further by using these
structures to improve our model.
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