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Abstract. Automatic judgment prediction is a classic problem in legal
intelligence, which aims to predict the relevant violated articles based
on the fact descriptions. Generally, both semantics and relations of arti-
cles are valuable information to solve this problem. However, previous
work usually threats this problem as a classification task while these
two types of information are not well explored, which makes previously
proposed methods less effective. In this paper, we design a novel Graph-
Based Label M atching Network (GLAM for short) to address this issue.
Specifically, GLAM first builds a heterogeneous graph to capture both
semantics and correlations among articles. Based on this, a graph convo-
lutional network is then utilized to learn robust article representations.
Finally, a matching model is applied between article representations and
fact representations to generate the matching score for judgment pre-
diction. Experimental results on two real-world judicial datasets demon-
strate that our model has more significant effect on judgement prediction
than the state-of-the-art methods.

Keywords: Multi-label classification · Judgment prediction ·
Graph-Based Label Matching Network

1 Introduction

The task of judgment prediction aims to determine the relevant violated articles
based on the fact descriptions of criminal cases. It plays an important role in
legal assistant system which can provide a handy reference for legal experts and
improve their working efficiency [26]. Generally, the task is regarded as a multi-
label classification problem. When making predictions based on descriptions, we
usually introduce articles information (e.g., semantics and relations) to improve
accuracy [9,13,16]. However, consider the complexity of the judicial system, there
still exists two problems that have not been completely solved or even ignored,
which makes existing methods less effective, as described below:

Negligence of the Fact Relations Among Articles. Usually, the number
of articles corresponding to different fact descriptions is dynamic which makes
the prediction more difficult. However, previous work has not considered that
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some articles have a high probability of co-occurrence regularly based on the
facts. For example, in the scenario which is similar to Table 1, intentional injury
and intentional destruction of property crime have a high probability of being
violated simultaneously. We define the article co-occurrence as the fact relations
among articles. The fact relations which have been ignored by previous works
have a great impact on judgment prediction.

Confusing Articles. There are a bunch of confusing article pairs. The def-
initions of them only differ in a specific act (e.g., theft and robbery) and the
circumstances in corresponding cases are usually similar with each other, which
lead to confusion in classification. Previous work introduced article semantic
information into classification but cannot fully reveal the confusing semantic
relation. Hu et al. [9] introduced several discriminative attributes but it can only
solve the confusing pairs what he proposed. Others use compressed or extract
label semantic information to help classify which can’t fully capture the semantic
relations [16,22].

Besides, previous work applied traditional deep learning models such as con-
volutional neural networks [11] and long short-term memory [7] to express arti-
cles, which can capture semantic and syntactic information in local consecutive
word sequences well, but may ignore global word co-occurrence in a corpus which
carries non-consecutive and long-distance semantics [17].

Table 1. An example of the judgment case, including a fact and two articles violated.

Fact At 18 o’clock on August 7th, 2013, Song and Chen had a dispute, then Song

held a steel pipe to beat Chen Mou, and used a steel pipe to fight the refrig-

erator, computer display and other property in Chen’s shop...

Article Article 234: Crime of intentional injury. Those who intentionally injure other

people shall be sentenced to...

Article 275: Crime of intentional destruction of properties. Deliberately des-

troying public and private

To solve the problems raised above, in this paper, we propose a novel Graph-
Based Label M atching Network (GLAM for short). We find that article relations
can be more fully represented by graphs. Therefore, we introduce the graph
structure for article expression.

We define articles and words in articles as nodes, and we introduce multi-
relation (e.g., article-article relation, article-word relation) as edges of the graph.

Then we put the heterogeneous graph into a graph convolutional network to
express article labels. Fact and label representations will be put into a matching
model with co-attention mechanism to generate the affinity matrices. The final
matching score is produced by aggregating affinity matrices between articles and
fact for judgment.

For the purpose of evaluating the performance of our proposed model, we
conduct experiments on two legal datasets. Experimental results demonstrate
that our approach significantly outperforms other state-of-the-art models. We
also designed several sub-experiments to verify the superiority of our structured
label graph.
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2 Related Work

In this section we provide a brief overview on the following three related research
areas.

Judgment Prediction. Automatic judgment prediction is a typical task in
legal intelligence. Generally, this task will be cast as a text classification prob-
lem. Researchers usually extract effective features from text and apply machine
learning methods to make judgments [1]. Hu et al. [9] introduced discrimina-
tive attributes to enhance the connections between the fact descriptions and
charges, and these attributes and charges are inferred simultaneously. Then
researchers incorporate attention mechanisms for articles and facts. For example,
Luo et al. [16] proposed an attention-based neural model for charge prediction
by incorporating the relevant articles. Long et al. [15] utilized the attention
mechanism to model the complex semantic relations among facts, pleas, and
articles. Wang et al. [22] introduced unified dynamic pairwise attention model
for classifications over articles. In their work, a pairwise attention model based
on article definitions is incorporated into the classification model to help alle-
viate the case imbalance problem and confusing charge classification problem.
But these methods do not consider to leverage article information adequately.

Graph Convolutional Networks. Graph Convolutional Networks (GCN)
approaches fall into spectral-based and spatial-based [23]. Among them, the
application of spectral-based method is more extensive currently. Henaff et al. [6]
proposed a strategy to learn the graph structure from the data and applied
the model to image recognition, text categorization. Bruna et al. [2] proposed
the first spectral convolutional neural network on graphs. Defferrard et al. [4]
optimized spectral GCN by defining a filter as Chebyshev polynomials of the
diagonal matrix of eigenvalues. Kipf and Welling [12] simplified the original
frameworks to improve scalability and classification performance in large-scale
networks. GCN is applied to deal with structured datasets, so a number of
papers viewed a document or a sentence as a graph of word nodes for text
classification [2,4,6,12,17]. Yao et al. [24] regarded the documents and words as
nodes and construct the corpus graph.

Semantic Matching. The semantic matching is usually applied to learn the
similarity information. Generally, they create a matching matrix which is well for
scenarios like question answering [14], natural language inference, and informa-
tion retrieval [10], etc. Hu et al. [8] firstly generates local matching patterns and
composites them by multiple convolution layers to produce the matching score.
Shen et al. [20] utilized the word level similarity matrix to discover fine-grained
alignment of two sentences. Guo introduced a novel retrieval model by viewing
the match between queries and documents as a transportation problem [5]. Wan
et al. [21] applied Bi-LSTM to sentences and introduced interaction tensor to
calculate the match between sentences. This technique benefits model to learn
the semantics with richer representations and then perform matching with these
representations. In our work, we use labels representation from GCN and facts
pair for semantic matching, by this we formalize the traditional crime classifica-
tion task into a matching task.
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Fig. 1. On the left is the article graph construction process, on the right is the overall
architecture of Graph-Based Label Matching Network (GLAM).

3 Method

In this section, we start with the problem formalization of judgement prediction.
We then describe the construction of article graph G. Based on these we intro-
duce our GLAM model in detail. We finally present the learning and prediction
procedure of GLAM.

3.1 Formalization

In judgment classification, let X = {x1, x2, . . . , x|X|} denote all the facts, A =
{a1, a2, . . . , a|A|} denote all the articles, Y = {y1, y2, . . . , y|Y |} denote the set of
all possible label concepts where each yi ∈ (0, 1) indicates whether article ai is
violated or not. |X| and |Y | = |A| represent the total number of facts and labels.
Each instance is represented as a tuple (xk, Yk), where xk ∈ X represents the
k-th fact, Yk ⊆ Y represents the article set assigned to xk.

Given a fact x and the article set A, we aim to generate a relevance score for
each label y to check whether they are relevant or not.

3.2 Article Graph Construction

In this study, we construct an undirected heterogeneous graph G = (V, E ,R) to
formulate different information of articles where V, E , R are the set of nodes,
edges and relations respectively. As Fig. 1 shows, G can be divided into four
sub-graphs G = G1 ∪ G2 ∪ G3 ∪ G4, which represent four types of relations cor-
respondingly: (1) an article graph G1 modeling semantic relations (2) an article
graph G2 modeling fact relations (3) a word graph G3 indicating the word co-
occurrence between pairs of words, and (4) an association graph G4 involving
association relations between articles and their words.
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Semantic Article Graph G1. This graph represents the semantic relation
between articles. It is denoted as G1 = (V1, E1,R1). In particular, the set of
nodes V1 = A = {a1, a2...a|A|} includes all of the articles, and R1 is the semantic
relation. We define s(a) as the set of words in article a, so the semantic similarity
which can be taken as the weight of edge between article ai and aj is written as
follows:

g(ai, aj) =
count(s(ai)

⋂
s(aj))

count(s(ai)
⋃

s(aj))
(1)

where the numerator is the number of common words in two articles, the denom-
inator is the number of all words in them.

Fact Article Graph G2. This graph represents the fact relation between
articles which is denoted as G2 = (V2, E2,R2). The set of nodes V2 = A includes
all of the articles, and R2 is the fact relation. For the edge of article pair (ai, aj),
the correlation weight is computed by point-wise mutual information (PMI) [3]
as follows:

PMI(ai, aj) = log
p(ai, aj)

p(ai) × p(aj)
(2)

where p(ai, aj) is the probability of article ai and aj are violated in one fact
which is calculated by dividing the number of occurrences by the total number,
and p(ai) is the probability of article ai is violated in one fact. Considering that
our graph has no negative weights, this edge will not exist when the PMI(ai, aj)
is less than 0.

Word Graph G3. This graph represents the word co-occurrence relation
between words which is denoted as G3 = (V3, E3,R3). The set of nodes V3 = W
which represents all of the words in articles. The edges between words are built
by word co-occurrence in the whole corpus. We still choose PMI measure to
calculate the weight between two words.

Association Graph G4. This graph formulates the connection among the
articles and their words, we define it as G4 = (V4, E4,R4). The set of nodes
V4 = {A

⋃
W}. The edge between the tuple of article and word are built by word

occurrence in articles. The weight of edge is term frequency-inverse document
frequency (TF-IDF) of the word in the article. Obviously, applying TF-IDF as
weight is better than applying term frequency because TF-IDF tends to give
high weights for words that are important to this article, and low weights for
words that are common to all articles.

3.3 GLAM Model

This section describes our Graph-Based Label Matching Network (GLAM) in
detail. Figure 1 shows the architecture of GLAM model.

Graph Convolutional Network Layer. From the above, we build a het-
erogeneous graph G with the correlation matrix A where each element is calcu-
lated in the method defined above. The weight of edge will be zero when there
is no edge between two nodes. Besides, we define a feature matrix X containing
semantic features about words and articles. Then we apply a GCN model to
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generate new article representations. Considering efficiency and effectiveness, we
take a 2-layer GCN with randomly initialized weights:

Z = Â ReLU(ÂXW (0))W (1) (3)

where Z ∈ Rn×k is the output matrix, W 0 and W 1 are parameters need to learn,
and k is the dimension of output features. And Â = D− 1

2 AD− 1
2 where D is the

degree matrix of graph G. As Fig. 1 shows, two types of article nodes output
two types of representations. We concatenate two types of representations as the
final article representations which can be formulated as VY ∈ R|Y |×2k.

Encoder Layer. In this section, we will design a encoder to generate fact
representations. In juridical field, each fact is described by a set of words. The
encoder encodes the discrete input sequence into continuous hidden states. More
formally, we define V = {vi ∈ R

d|i = 1, 2, . . . } denote all the word vectors for
each fact in a D-dimensional continuous space. Given each fact x, we aggregate
the word vectors to obtain its semantic matrix Vf as [hf (1), ...,hf (n)], where n
is the fixed length of Vf , and hf (t) are regarded as the representation at time
step t, which are obtained by LSTM [7]:

hf (t) = LSTM(vt : t ∈ x,vt ∈ V,hf (t − 1)) (4)

Matching Layer. Matching layer is dedicated to select attentive semantics
from both facts and labels to generate relevance scores for matching. We have
contextual vector representations of the context Vf ∈ Rn×h as fact represen-
tations from encoder layer. And we get the expression of labels (i.e., articles)
VY ∈ R|Y |×2k where h = 2k from GCN layer. Then we propose a co-attention
mechanism to compute the affinity matrix between facts and labels:

Mf,y = s(VY V T
f )Vf

My,f = s((VY V T
f )T )VY

(5)

where s(·) is the softmax function to the second dimension. Mf,y and My,f are
fact-to-articles and articles-to-fact affinity matrices respectively.

Aggregation Layer. In aggregation layer, we will integrate attention con-
text between articles and fact to obtain the matching score. We employ the
sigmoid function σ(·) to output the relevance score of (x, y) through Eq. (6)

P (y|x) = σ(wy · [g(Mf,y); g(My,f )]) (6)

where wy is parameter need to learn, and g(·) aggregates one matrix by columns
into a single vector.

3.4 Learning and Prediction

Finally, by considering all facts and their label sets, we obtain our learning
approach as follows:

L(x, Yx) =
∑

x∈X

( ∑

y∈Yx

(
ln P (y, x) −

∑

ȳ∈C−Yx

ln P (ȳ, x)
)

(7)
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where ȳ is each negative label mined from siblings of y. We use the Adam
optimizer and update the parameters of our model for each iteration according
to Eq.(7).

To summarize, the matching strategy can be described as: for all article
labels, we first generate their representations through GCN model. Based on the
fixed label representations, given a fact x, the best label set is a combination of
assignments with the highest score from each label given the input:

Oy(x, y) =
∑

y∈C

I(P (y, x) > δy) (8)

where I(·) denotes the indicator function, Oy(x, y) is the relevance score function
when feeding label set y to x, and δy is the learned threshold of label y.

According to Eq. (6) and Eq. (7), for each fact, we only need to conduct a
forward computation to generate the scores for each label.

Table 2. Statistics of the two legal datasets for experiments.

Dataset #Fact #Articles Average
fact
description
size

Average
article
definition
size

Average
law set size
per fact

Average
article set
size per
fact

Fraud 17,160 70 1,455 136 2.6 4.3

CAIL 204,231 183 1,444 129 1.4 1.3

4 Experiment

In this section, we evaluate GLAM by comparing with several state-of-the-art
methods. We first introduce the experimental settings, then we analyze the
experimental results on the judgment prediction task.

4.1 Dataset and Experimental Setup

This section describes the dataset and experimental settings of our work.
Dataset. We ran our experiments on two real-world legal datasets which are

Fraud dataset and CAIL dataset respectively.

– Fraud [22] comprises 17,160 criminal cases related with fraud. These data
are crawled from China Judgment Online1 and span from Jan. 2016 to
June. 2016.

1 http://wenshu.court.gov.cn/.

http://wenshu.court.gov.cn/
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– CAIL[26] a public dataset from Chinese AI and Law challenge (CAIL2018).
The cases in the dataset contain two parts, i.e., fact description and corre-
sponding judgment result (including laws, articles, and charges).

We extract fact descriptions and applicable articles from datasets. After prepro-
cessing we obtain 17, 160 facts on the Fraud dataset, and 204, 231 facts on the
CAIL dataset. The detailed statistics of two datasets are shown in are shown
in Table 2. Finally, we split all the datasets into two non-overlapping parts, the
training set and testing set, with a ratio 8:2 and we randomly selected 10% of
training set as validation set.

Parameter Settings. For the baselines, to make a fair comparison, we follow
the reported optimal parameter settings and optimize them using the validation
set. We implement our method in Pytorch. In GCN layer, we use 300-dimensional
GloVe [18] word embeddings as the word feature. We set the batch size as 64,
embedding dim of fact encoder as 300, the dimension of output feature in GCN
as 128, and the hidden size of encoder layer as 256. We use Adam optimizer
which is determined from 0.1 to 0.0001. The initial learning rate is 0.0015 with
0.9 exponential decay. For each fact description, we set maximum number of
words is 500.

Evaluation Metric. We adopt Jaccard, macro precision (Macro-P), macro
recall (Macro-R) and macro F-measure (Macro-F) which are widely used in
the classification task to evaluate the performance. Differences are considered
statistically significant when the p–value is lower than 0.05.

4.2 Baselines

To evaluate the performance of our methods, we compare our model2 with the
following methods:

– BP-MLL: It is derived from the popular backpropagation algorithm that
captures the characteristics of multi-label learning by replacing its error func-
tion with a defined new error function [25].

– CC: Classifier Chains [19] is a binary association method for multi-label
classification, thinking that each label is an independent binary problem.

– TextCNN-MLL: A convolutional neural network [11] which denotes multi-
ple filter widths as text classifier, and employs a new error function similar
to BP-MLL.

– TOPJUDGE: A topological multi-task learning framework for judgment
prediction [26], which applies multiple subtasks and DAG dependencies to
judgment prediction.

– DPAM: A unified Dynamic Pairwise Attention Model [22] that fusing article
semantics into a pairwise attention matrix for judgment prediction. We use
sequential form of DAG to model the dependencies between laws and articles.

CC and TextCNN-MLL were using Scikit−multilearn. For DPAM, BP-MLL,
and TOPJUDGE, we use the code released by their authors.
2 https://github.com/IntelligentLaw/GLAM.

https://github.com/IntelligentLaw/GLAM
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Table 3. Performance on judgment prediction between the baselines and GLAM (all
the values in the table are percentage numbers with% omitted). The best performance
in each case is written in bold.

Dataset Fraud CAIL

Metrics Macro-P Macro-R Macro-F Jaccard Macro-P Macro-R Macro-F Jaccard

BP-MLL 45.1 30.4 34.4 60.1 41.6 30.2 33.6 59.7

CC 43.2 28.6 33.6 58.5 42.1 32.5 35.6 62.6

TextCNN-MLL 68.5 34.3 40.5 65.5 76.3 54.3 60.1 72.3

TOPJUDGE 68.9 35.1 40.7 65.8 77.1 54.9 61.1 72.9

DPAM 71.2 35.5 43.5 67.9 78.3 57.7 63.3 74.9

GLAM 71.5 46.5 52.8 75.2 81.1 68.1 71.5 81.5

4.3 Comparison Against Baselines

We compare GLAM to the state-of-the-art baseline methods for judgment pre-
diction. The experimental results on the two datasets are shown in Table 3.
The results show obviously that our model achieves the best performance on all
metrics.

Compared with DPAM which performs best among baselines, we can infer
that our model has highly improved on Macro-R (10.4% in CAIL and 10.0% in
Fraud) and slightly improved in Macro-P (2.8% in CAIL and 0.3% in Fraud).
This phenomenon might indicates that for each fact, the accuracy of predicting
its positive label sets (violated articles) has been greatly improved, and the
probability of misjudging irrelevant articles decreases slightly. DPAM considers
semantic interactions between each pair of articles which does not adequately
leverages information of articles. That is the reason why GLAM performs better
than DPAM.

In other methods of baselines, the shallow model BP-MLL and CC performs
worst. Comparing two models, CC performs well on Fraud dataset but not as
good as BP-MLL on another dataset. The reason is that CC mechanism is flawed:
if CC misclassifies a label, the incorrect label is passed on to the next classifier
and sway the next classifier to a wrong decision [19]. The other three deep neural
models in baselines performs better than shallow model. The result of TextCNN-
MLL represents the ability of deep neural networks to learn representations more
powerfully than shallow model. TOPJUDGE take the topological properties of
multi-task into consideration but have a lower performance than DPAM. The
reason is that both models use a multitasking learning framework, but DPAM
introduces a pairwise attention mechanism based on article definitions to alle-
viate the label imbalance problem. In conclusion, GLAM achieves promising
improvements which indicates the effectiveness of our model.

4.4 Analysis on the Graph of Articles

GLAM design a graph containing semantics and multi-relation among articles
(e.g., semantic relations and fact relations). Then we put the heterogeneous
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Fig. 2. Performance comparison of the GLAM model with its two sub-variant models
GLAM-O and GLAM-L on CAIL dataset in terms of Marco-P, Macro-R and Macro-F1.

Table 4. Performance on judgment prediction between GLAM and GLAM-L (all the
values in the table are percentage numbers with% omitted)

Dataset Fraud CAIL

Metrics Macro-P Macro-R Macro-F Jaccard Macro-P Macro-R Macro-F Jaccard

GLAM-L 70.7 44.5 50.9 74.7 80.5 66.4 70.2 81.0

GLAM 71.5 46.5 52.8 75.2 81.1 68.1 71.5 81.5

graph into a graph convolutional network. In this section we conducted experi-
ments to verify that the various article information we introduced has worked.

Firstly, we delete the edges that represent fact relations among articles from
our model and name it GLAM-L. The performance comparison between GLAM
and GLAM-L is shown in Table 4. We can observe that GLAM gets the greatest
improvement in Macro-R (2.0% in Fraud and 1.7% in CAIL). This proves that
introducing fact relations in articles can increase the proportion of positive cases
predictions. The performance improvement of GLAM on Macro-P metric is slight
(0.8% and 0.6%), it indicates that the factual relation is less effective when
predicting irrelevant articles. Correspondingly, when judging irrelevant articles,
semantic information (other parts of the graph) have a greater effect.

Then, we delete all edges between articles which means remove the article
relations from GLAM. We get a model that only contains word occurrence in
articles and word co-occurrence information [24], which is named GLAM-O.
We further compare the two sub-models GLAM-O and GLAM-L as well as
GLAM to show their different effectiveness. From the result which shows in
Fig. 2 we have the following observation: (1) A graph containing only word co-
occurrence information and word occurrence in articles information can give a
relatively good result, but not as good as the other two. (2) Adding semantic
relations between articles on the basis of GLAM-O has slightly improved the
performance, we can regard it as a supplement to the semantic information. (3)
GLAM performs best on all metrics which verifies the significance of considering
both semantics and two types of label relations for judgment prediction.
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When comparing Table 3 and Table 4, it is worth mentioning that the experi-
mental results of GLAM-L and DPAM on Macro-P are different in two datasets.
On CAIL dataset, GLAM-L achieve a significant improvement on Macro-P com-
pared with DPAM. But on Fraud dataset, GLAM-L has reduced performance
on Macro-P by around 0.5% compared with DPAM. This is because the articles
contained in the CAIL dataset are parallel (e.g., theft and robbery), it is more
important to distinguish the differences of the keywords between them. But the
Fraud dataset contains definitions of many concepts in judgment such as the
concept of legitimate defense and joint crime which need more contextual infor-
mation for classification. However, the application of the label relations in facts
can effectively make up for this deficiency.

5 Conclusion

Judgment prediction is a crucial task in legal intelligence which leverages label
information inadequately. We emphasize the importance of label semantics and
relations, then we define label correlations and introduce the graph neural net-
work to construct the label information. Moreover, we encode facts and put facts
and labels representations into a matching model with co-attention mechanism
to generate a relevance score for judgment. The experimental results show that
GLAM achieves outperforms baseline methods and the information we intro-
duced improves the judgment prediction.

In the future, we will explore from the following two aspects: (1) we will
further analyze the significance of articles information to judgment prediction.
(2) we will apply our model to other complex multi-task text classification
problems.
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